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[bookmark: _Ref301342314]Introduction
In the February 2016 RAN WG1 meeting, it was decided that the requirements, scenarios, methodologies and additional features needed for above 6 GHz channel modeling be investigated [1], [2], [3]. As a part of this study, this contribution focusses on modeling path loss in indoor and outdoor settings. 
In this contribution, the statistics of delay spread (which is a measure of the coherence bandwidth of the channel) are studied based on indoor and outdoor measurements at 2.9, 29 and 61 GHz. Two indoor measurement scenarios are considered in this contribution: i) a typical indoor office setting with cubicles, conference rooms, office rooms, etc., at the Qualcomm campus in Bridgewater, NJ and ii) a typical three level shopping mall with multiple retail outlets, open area food court, long walkways, etc., in Bridgewater, NJ. Outdoor measurement scenarios that capture a typical street canyon and open square settings are also considered for delay spread modeling. 
Channel sounder and measurement methodologies 
Channel sounder: The indoor measurements were performed with a battery powered and freely mobile channel sounder that allows automatic omni-directional scans at 2.9, 29 and 61 GHz and elevation and azimuthal scans at 29 and 61 GHz. Parallel data sets for these frequencies are obtained at identical transmit and receive locations with omni-directional antennas. To average over spatio-temporal variations, 10 measurements along a 40 cm diameter circle at the receiver were averaged 3-5 times. In addition, directional horn antennas with 10, 20 and 25 dB gains were used at 29 and 61 GHz. Directional scans consisted of azimuthal (360o view) and spherical scans (360o azimuth view and -30o to 90o view in elevation). The resultant scans included 39 slices with a 10 dB gain antenna and 331 slices with a 20 dB gain antenna. The resolution of the channel sounder is approximately 5 ns. 
Measurement locations: The first set of indoor measurements were made on two floors of the Qualcomm building in Bridgewater, NJ, USA, with dimensions of 75m (W) x 40m (L) x 2.68m (H). The two floors represent two types of typical office environments. The third floor is mostly comprised of cubicles along the edge of the floorplan with walled offices and conference rooms towards the center. The fourth floor is comprised of walled offices (larger than the third floor), conference rooms and laboratories. The building construction is representative of a modern office building in the USA. The partition walls are constructed with metallic studs spaced at 1.5ft (.46m) intervals. The ceiling is a dropped ceiling ∼9ft (2.7m) above the floor with an additional ∼3ft (.91m) cavity below the concrete ceiling. While the cavity is not a visible aspect of the office, the abundance of metal objects such as concrete ceiling with a corrugated metal substrate and metal ductwork pipes in a fairly open space plays a role in the propagation measurements. On the third floor, the measurements were made between two transmitter locations and the same 37 receiver locations. The first transmit location is centrally located while the second one is positioned at the left-hand edge of the floor plan. On the fourth floor, the measurements were made between a single transmitter location and 44 receiver locations. Given the high density of partition walls in the office building, a large majority of the measurements were non-line-of-sight (NLOS) in nature. 
The second set of indoor measurements were made in the Bridgewater Commons Mall, Bridgewater, NJ, USA, which is a large three level indoor shopping mall with an open interior design. The building length is ~390m with the longest testing range of ~275m. Measurements were obtained at three transmit and 135 receive locations (on all the three levels in the mall). The transmitter locations were: i) centrally located on the second floor, ii) located on an edge of the second floor and iii) centrally located on the third floor near an open-area food court. Multi-floor propagation was also studied. The specific design of a mall leads to the observation of a number of both line-of-sight (LOS) and NLOS links. 
Outdoor measurements were obtained outside the Qualcomm building and around Somerset Corporate Boulevard in Bridgewater. The measurement site is mostly a tree-lined open square-type setting with some street canyon-type environment. Specific points of interest include parking lots and structures with bordering buildings, vegetation which is a mix of pine (~2 dB/m attenuation) and spruce (~6 dB/m attenuation) trees, and a large shopping mall in close vicinity (Bridgewater Commons Mall). The measurements were made from a single transmitter location and multiple receiver locations from 10 different buildings/structures, with transmit-receive link distances ranging from 35-256 m.
To facilitate unimpeded measurements of path loss without shadowing induced by humans, most office measurements were made during non-office hours. Due to logistical reasons, shopping mall measurements were conducted in the night time with minimal footfall and in common areas with no inside store access. 
Results 
Measurements in indoor office setting: The excess delay and the RMS delay spread with the omni-directional scans in the indoor office setting are studied. For reference, given the dimensions of the building, the longest end-to-end delay is 250 ns; any delay beyond this value is a result of reflections. For excess delay, we fit an exponential distribution to the data for each link type and frequency band. The distributions for the excess delay for the combined third and fourth floor measurements with NLOS links (along with the best exponential fits in these settings) are presented in Fig. 1 below. The means of the exponential at 2.9, 29 and 61 GHz are given by λ−1 = 123, 98.7 and 68.1 ns. This trend is as expected given the difference in propagation characteristics at higher frequencies. The CDFs of the RMS delay spreads for NLOS links is plotted in Fig. 2. 
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Figure 1: Empirical density and exponential fits for the excess delay at 2.9, 29 and 61 GHz NLOS links in the indoor office setting.  
[image: ][image: ]
Figure 2: CDF of RMS delay spread across all transmitter and receiver locations for NLOS and LOS links in the indoor office setting. 
The corresponding numbers for the exponential fit to the excess delay at 2.9 and 29 GHz in the LOS case are λ−1 = 67.9 and 82.3 ns. For LOS links, the mean of the excess delay is actually higher at 29 GHz. The RMS delay spread for LOS links in Fig. 2 illustrates this difference through a heavier tail with larger delay. This behavior is due to a better waveguide effect resulting in more reflective paths propagating across the link distance with significant power. 
In terms of the comparison of delay spread with omni-directional antenna and beamformed (directional) antenna, Fig. 3(a) below shows that the RMS delay spread does not reduce with beamforming in a dense indoor office setting. 
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Figure 3: CDF of RMS delay spread between omni-directional and beamformed (directional) receive antenna in (a) indoor and (b) outdoor NLOS settings at 29 GHz. 
Measurements in shopping mall setting: The CDFs of the RMS delay spread across all transmitter and receiver locations with omni-directional antenna scans at 2.9, 29 and 61 GHz in the shopping mall are presented in Fig. 4 for NLOS and LOS links, respectively. As in the indoor office setting, an increase in frequency reduces the RMS delay spread for NLOS links and the RMS delay spread for LOS links at 29 GHz is in general larger than 2.9 GHz. Similar behavior is seen for the excess delay distributions. 
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Figure 4: CDF of RMS delay spread across all transmitter and receiver locations for NLOS and LOS links in the shopping mall setting. 
Measurements in outdoor settings: Fig. 5 plots the CDF of RMS delay spread in NLOS and LOS links at 2.9 and 29 GHz in an outdoor UMi type setting that is mostly open square. From these plots, we note that the delay spread in the NLOS case is lower at 29 GHz but with a tail region that is wider than at 2.9 GHz. Similarly, in the LOS case, the delay spread has a very heavy tail region at 29 GHz due to radar cross-section effects (certain scatterers appear more effective at higher frequencies). The comparison between delay spread with omni-directional antenna and beamformed (directional) antenna in the outdoor setting is presented in Fig. 3(b) which shows that the omni-directional measurements are heavily biased due to mall reflections (note that the mall is at a significant distance/delay away from the transmitter). Fig. 6 shows the CDF of RMS delay spread in the NLOS case in typical street canyon type setting at 2.9 and 29 GHz. 
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Figure 5: CDF of RMS delay spread across all transmitter and receiver locations for NLOS and LOS links in the outdoor open square-type setting. 
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Figure 6: CDF of RMS delay spread for NLOS links in the outdoor street canyon-type setting. 

Comparisons with ray-tracing results: In contrast to the measurements, delay spread values obtained via ray-tracing based simulation results are reported next. Fig. 7 describes the delay spread with an omni-directional antenna and a beamformed antenna array at different locations in an outdoor setting. For the beamformed case, the receiver points its beam in the direction of the strongest incoming beam. In our ray-tracing results, we observe that the mean/median of the beamformed delay spread is on the order of 20-40 ns (with a log-normal distribution). There are rare cases where the delay spreads are above 100 ns with beamforming. On the other hand, the mean/median of the omni-directional delay spreads are on the order of 60-120 ns (again with a log-normal distribution). Fig. 8(a) describes the delay spread observed by a receiver from its best serving cell in a multi-cell scenario. We see that the same trend extends in this setting also: the omni-directional RMS delay spreads are around 100 ns while the beamformed delay spreads are much lower (10-20 ns) at all inter-cell spacings. In contrast to the trends with measurement results, ray-tracing results can seriously underestimate the delay spreads. This is because measurements capture the effect and impact of small objects (that produce many channel taps) such as light poles, cars, metallic trash in the outdoor setting. These small objects become more reflective as the carrier frequency increases. On the other hand, ray-tracing software primarily capture scattering due to buildings and large objects/macroscopic features. 

Fig. 8(b) shows the CDF of RMS delay spread at 2.9 and 29 GHz with either one transmitter or multiple (5 transmitters in all) active in an indoor office setting. The RMS delay spread is computed with omni-directional transmit and receive antennas at both ends of the link, where the links are obtained via ray-tracing. This figure shows that the RMS delay spread is less than 10 ns (in median) for both 2.9 and 29 GHz. Further, our ray-tracing results show that the RMS delay spreads are similar (in median) for both 2.9 and 29 GHz. The measured RMS delay spread values (with omni-directional antennas) for 29 GHz are about (on average) 10% smaller than at 2.9 GHz. Also, the measured RMS delay spread is about 3-5 times larger than the RMS delay spread values simulated via ray-tracing. The discrepancy between ray-tracing and measurements is explainable as the real mmW channel environment contains many more reflective and scattering small objects that ray-tracing cannot capture. 
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Figure 7: CDF of RMS delay spread with an (a) omni-directional antenna and (b) beamformed antenna array in an outdoor setting obtained via ray-tracing. 
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Figure 8: CDF of RMS delay spread for (a) different inter-site distances in outdoor case and (b) for different transmit settings in indoor case.   

Conclusions and proposals 
The main conclusions from our studies are: 
1) Delay spread for NLOS links generally decrease with increase in frequency in the indoor setting. On the other hand, delay spread for 29 GHz LOS links appears to be larger than the delay spread at 2.9 GHz due to waveguide-type effects in indoor office/mall setups. Beamforming or directional antennas do not seem to have a substantial impact on the delay spread. 
2) Delay spread for NLOS links are in general smaller with increase in frequency in the outdoor setting, but can have substantial tails due to multiple reflections and radar cross-section effects. Delay spread for LOS links can be substantially larger than at sub 6 GHz frequencies. Beamforming can substantially reduce the delay spread over omni-directional antennas.  
Based on our measurements, the following proposals are made: 
1) Ray-tracing based delay spread values seriously underestimate measured delay spreads in both indoor and outdoor settings because of the lack of modeling of small scatterers. Thus, these values should not be used for realistic modeling of over 6 GHz channels. 
2) Given the extensive measurements on delay spread performed at Qualcomm, Qualcomm’s data on indoor and outdoor measurements should be included in further studies that lead to development of delay spread models for over 6 GHz channels. 
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