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Introduction
The high-frequency channel modelling discussion in RAN1 #84 reached a working assumption [1] including following:
· Investigation of detailed modelling including map based or hybrid or stochastic methodologies for some scenarios, e.g., open square, indoor, is recommended.
This contribution further discloses the details of hybrid channel modeling that was proposed in [2], which involves both the deterministic part and the stochastic part in the channel modelling in order to balance between modelling accuracy and computation complexity. 
Hybrid channel modeling 
Figure 1 shows the structure and procedure steps in the proposed hybrid channel model, which takes the advantages of two different modelling principles, i.e. deterministic model and stochastic model. The deterministic model part (ref. Step 3 in Figure 1) mainly consists of the coherent components of propagation channel such as Line-of-Sight (LoS), specular reflection, diffraction and penetration, which are calculated based on the ray-tracing (RT) [3][4][5] and proven propagation theories. The stochastic model part (ref. Step 4 in Figure 1) is used to emulate the non-coherent propagation components caused by the randomness of the environment which can be difficult or complicated to be included in RT. The descriptions about each of steps are given as following.
Step 1: Scenario selection
The first step is to select the scenario for the simulation. The corresponding digital map for the specified scenario, containing the geometric information of layout size, building walls, furniture and other surfaces as well as electromagnetic material properties, are loaded as the input of the ray-tracing tool in the deterministic part. The standardized digital maps for the typical 5G scenarios (e.g. those defined in METIS [6]) or the customized digital maps (according to the deploy environments), can be predefined and stored by using 3D software such as SketchUp or AutoCAD, with very limited file sizes. The parameters such as the relative permittivity and conductivity of environmental materials at given frequencies can be found in [8]. 
Step 2: Configuration of Rx/Tx kinematic parameters, bandwidth and carrier central frequency
The second step defines the network layout and configurations, including the carrier frequency, system bandwidth, the locations and/or moving trajectory/speed of each transmitter (Tx) and receiver (Rx) antenna or antenna array.  
Step 3: Deterministic part of hybrid model
This deterministic part includes two sub-steps: the first one is geometry calculation (Step 3.1), which aims to find, by applying ray-tracing on the selected digital map, all the qualified propagation paths between each pair of Tx and Rx through the physical propagation mechanisms such as LoS, reflection, diffraction, and penetration; the second sub-step is electric calculation (Step 3.2) that derives the propagation coefficients on each path based on results from the first sub-step. 


[bookmark: _Ref444698022]Figure 1 Structure and procedures in hybrid channel model
The geometry calculation (Step 3.1) is the core of the deterministic part and consumes the most computational cost. It runs upon a specific data structure called geometry tracing tree that is constructed by the recursive layers of nodes as shown in Figure 2, where the nodes in each layer represent two kinds of objects in the concerned scenario map: surfaces or faces denoted by F (e.g. building walls), and wedges that are denoted by W (e.g. building corners and object edges).  Each arrow from one object in layer n to another object in layer n+1 represents a propagation segment, which is either a reflection upon a surface (if the arrow starts from a F-node) or a diffraction around a wedge (if the arrow starts from a W-node). The penetration is also contained by default in the segment determination. Each propagation segment should be tested by the penetration judge algorithm (i.e. “Pene Jdg” in Figure 2) to calculate the penetration times and the interaction points according to the propagation segment and all the objects. The geometry calculation procedure starts from the Tx source and recursively goes through each layer, until the Rx destination is traced or the pre-set maximum number of layers or the maximum times of penetrations is reached. Eventually, all the potential paths on the tree from the Tx to the Rx are recorded, and each segment on a path is associated with a propagation mechanism (i.e. LoS, reflection, diffraction and penetration). Afterwards, back-tracking algorithm [5][9] is applied to find the actual interaction point on each node and the field transfer function for each corresponding path segment.
[image: ]
[bookmark: _Ref443310707]Figure 2 Geometry tracing tree
In order to reduce the computation complexity when the number of layer is high (e.g. N≥3), we suggest a more efficient tracing method with the removal of some obviously unnecessary nodes, e.g. the ones that are in Layer 1 and invisible to Tx and the ones that are in Layer N and invisible to Rx in Figure 2. It was observed in the indoor or UMi scenario tests that the overall computational time could be reduced by more than 90% if the above removals are adopted.
For the ray tracing involving multiple Tx or Rx, like scenarios involving multiple UEs, distributed antennas or large-scale (massive) MIMO, the path segments and the associated interaction points are different for different Tx-Rx pairs. Therefore, the back-tracing procedure is implemented individually for each Tx-Rx pair. The computation time, however, would not increase proportionally to the number of Tx/Rx because the logical mappings of the tracing tree for different Tx-Rx pairs are the same, and the interaction points at each layer can be calculated in parallel through the efficient matrix operation.
The steps 3.1.2 to 3.1.6 implement the geometry calculation for each kind of path segment. The detailed propagation theories (also widely known as geometry optics) [9][10][11] for different kinds of propagation interactions are shown in Annex A.
The outputs of the geometry calculation, which are also the inputs of the electric calculation, include 
· 
the number of propagation paths ; 
· 


the LoS flag , where  and indicate the existence and non-existence, respectively, of LoS path (Note: obstructed-LoS is not considered as LoS here);
· 


the propagation type of each segment for any -th propagation path, where  1≤≤;
· the link-ends and interaction points on corresponding surface for each path segment; 
· 





the propagation distance based on the speed of light  and propagation delay , direction of departure (DoD, ) containing azimuth of departure (AoD) and elevation of departure (EoD), and direction of arrival (DoA, ) containing azimuth of arrival (AoA) and elevation of arrival (EoA) for any -th path.
The electric calculations for different kind of propagation interactions are also shown in Annex A. The outputs of electric calculation include
· 
the number of propagation paths , which follows the relevant result in geometry calculation; 
· 
the LoS flag , which follows the relevant result in geometry calculation;
· 

the complex amplitude matrix  associated with  -th propagation path for different polarization pairs (V-vertical polarized, H-horizontal polarized);
· 



the propagation delay , direction of departure and direction of arrival  associated with  -th propagation path.  
From the descriptions above and in Annex A, it can be seen that the proposed deterministic part of hybrid modelling, which includes geometry calculation and electric calculation, is quite similar to, if not exactly the same as, the widely used ray-tracing based propagation channel modelling. 
Step 4: Stochastic part of hybrid model
The stochastic part of hybrid model is used to implement the propagation components which are caused by the randomness of the propagation environment. This is implemented based on the structure of extended Saleh-Valenzula (S-V) model [14][15] as shown in Figure 3. The S-V model describes the cluster-like dispersive distribution of propagation channels, including the inter-cluster parameters and intra-cluster parameters in the delay and angular domains based on the predefined distributions. The statistical distributions of the parameters used in S-V model are shown in Table 1 of Annex B. These statistical parameters can be estimated according to the model structure through extensive channel measurements or validated channel simulations. Similar to most stochastic channel models, the statistics in Table 1 should be associated with the specified scenario, frequency band and LoS condition. 


[bookmark: _Ref444508770]Figure 3 Illustration of S-V model structure


[bookmark: _Ref444504730]Figure 4 Illustration of power delay profile of hybrid model 
Step 4.1: Inter-cluster random rays

In this step, the number of rays which is obtained from the RT calculation will be adjusted in order to match the number of clusters  defined by Table 1:
1) 




Apply a power threshold (e.g. 25dB below the peak power) to select the rays obtained by RT. All the selected  rays are considered dominant rays, and are sorted according to the propagation delay in ascending order. If, the rays with largest powers from  rays are used in the further statistical processing and the procedure goes to Step 4.2; otherwise, total  inter-cluster random rays are to be generated in following sub-steps. 
2) 




Generate the excess delay () independently for each of inter-cluster random rays following the Poisson distribution, i.e. , where  and is the cluster arrival rate parameter listed in Table 1. There are multiple ways to add the inter-cluster random rays in the time domain, for example, by inserting new ray between existing rays with interpolation or by appending new rays as the tail after the existing ray with the largest delay, as shown in Figure 4, or even the combination of the two. The best method is TBD. 
3) Calculate the power for the n-th new added random ray as:

,








where  is the power of the first-arrival ray obtained from RT.  is the per cluster shadowing term in dB, is the cluster lognormal standard deviation and denotes the cluster decaying factor as listed in Table 1. The 2x2 matrix contains the amplitude response derived as , where is the random phase rotation for different polarization pair, and depicts the cross-polarization ratio (XPR) of each random ray and is randomly generated according to the distribution of parameter as defined in Table 1.
4) 

Generate the angular characteristics  and for the n-th new added random ray according to the uniform distribution in the full spherical coordinates, namely: 


 and . 
5) Combine the dominant rays and random rays and the parameters and impulse response of clusters:



where 
Step 4.2:  Cluster blockage
The blockage caused by static and/or moving objects are modelled per cluster ray level. The details of the modelling is given in [16].
Step 4.3:  Extend rays to multi-path clusters


In the earlier description of deterministic part, all the rays are calculated coherently assuming that the surfaces and edges in the digital map are perfectly smooth. However, in practice, the surfaces of the buildings or tables can be rough and thus can cause diffuse scattering. The scattering sub-paths are usually randomly distributed around the specular reflected or diffracted rays. Therefore, this step is used to add the diffuse scattering through intra-cluster multi-paths, which is also based on the S-V model principle. The deterministic dominant rays and the random rays are considered as the first-arrived intra-cluster sub-path in the clusters. That is, the response matrix of first sub-path  holds for . 
1) 









[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Generate the delay offset  of all sub-paths for th ray/cluster, here  denotes the number of sub-paths in cluster and is specified in Table 1.  holds for  since the first sub-path in each cluster is directly taken from the previous results of dominant and rays, and for , with  randomly generated from the Poisson process, where   is the sub-path arrival rate.
2) 
Calculate the power of s-th sub-path () as:

,










where is the power of th ray.  refers to the delay offset obtained in step 1. is the sub-path decaying factor and   is the per cluster shadowing term in dB, is the sub-path lognormal standard deviation. The 2x2 matrix contains the amplitude response derived as , where is the random phase rotation for different polarization pair, depicts the XPR of each sub-path and is randomly generated according to the distribution of parameter  as defined in Table 2.
3) 












Generate the offset of angular characteristics  and according to, ,  and  for s>1, where , , and are referred to the cluster angular spread as listed in Table 1, and  and for .
4) 
Combine the parameters and the impulse response of clusters and sub-paths within the clusters. 
Step 5: Calculation of channel coefficients


The coefficient and the temporal/spatial/frequency dispersion of the MIMO radio channel can be derived with the antenna radiation pattern embedded on each ray. Given the arguments of the channel impulse response and the antenna radiation pattern, the channel transfer function at time snapshot  for each receiver and transmitter element pair can be calculated as:









where  denotes the field pattern of transmit/receive antenna element  with vertical/horizontal polarization in the direction of the spherical basis vectors,  and . is the spherical unit vector with azimuth angle of arrival and elevation angle of arrival , given by

	



where l denotes a cluster and s denotes a sub-path within the cluster l. is the spherical unit vector with azimuth departure angle  and elevation departure angle , given by

	



where l denotes a cluster and s denotes a sub-path within cluster l. Also, is the location vector of receive antenna element n and is the location vector of transmit antenna element m, and  is the wavelength of the carrier frequency. 



The Doppler frequency component  is , where.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Note: The MIMO channel transfer function is derived based on the plane-wave assumption. However, to support large-scale (massive) MIMO, the transfer function based on spherical wave should be implemented, i.e. the sub-path-level parameters including power, delay and angular characteristic would be different for different antenna elements.
Conclusion
In this contribution, the framework and detailed implementation of one hybrid channel model are elaborated, and it is proposed that 
Proposal-1: To include the following hybrid modelling method in RAN1's further study on high-frequency channel modelling
· Dominant rays are generated through the ray-tracing tool taking into account the geometry calculation and electric calculation;
· Random rays involving with potential inter-cluster random rays and intra-cluster multi-paths are established through stochastic method.
A separate hybrid methodology is proposed in [19], which is similar to but not exactly the same as the one presented in this contribution. The similarity between the two methodologies suggests a high feasibility of harmonization, as briefly discussed in [20]. 
Proposal-2: RAN1 allocates necessary discussions aiming at an agreeable methodology option based on a single map-based hybrid model. 
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Annex A: Geometry and electric calculations for various propagation mechanisms
1. LoS




LoS is the direct propagation link between the Tx and Rx that are invisible to each other. The electrical calculation is based on the Friis equation, assuming that the transmit power at Tx is equal to 0dBm and the antenna pattern is isotropic,  represents the distance between the Tx and the Rx and meets the far-field condition, and the wave number , with   denoting the wavelength.
2. Reflection
The Snell’s law with image-based method [4] is adopted to find the intersection point whenever a specular reflection occurs. An example of single-bounce reflection is shown in Figure 5. The reflection point Q is found by the following steps:
1) Find the Tx’ which is the image of Tx respect to the reflector ABC;
2) Connect the line segment between Tx’ and Rx;
3) Calculate the intersection point Q between the line segment Tx’-Rx and the reflector ABC.
For the specular reflections with multiple bounces, the same image-based processing will be performed several times according to the sequence of the reflectors, and multiple reflection points would be identified through the calculation of intersection points on every reflector.


[bookmark: _Ref441741364]Figure 5 Image-based method for reflection tracing
For single-bounce reflection path, the field at Rx can be calculated as


where 
· 

 is the incident field at the reflection point Q with represents the propagation distance from Tx to Q,;
· 

denotes the divergence factor of the ray propagates after reflection,  is the distance between Q and Rx.;
· 







[bookmark: OLE_LINK29][bookmark: OLE_LINK30] represents the Dyadic reflection coefficient matrix [17] which is defined as  , where  and  are the unit vectors of electric field vector perpendicular to the plane of incidence and reflection,  and  are the unit vectors of electric field vector parallel to the plane of incidence and reflection.  and  are the reflection coefficients for TE (Transverse Electric) and TM (Transverse Magnetic) polarizations respectively, and can be calculated based on the Fresnel’s formulas:

	



[bookmark: OLE_LINK49][bookmark: OLE_LINK50]where  indicates the same incident and reflected angles with respect to the normal direction of the reflector,  and  denotes the complex permittivity of the media and reflector respectively.


[bookmark: _Ref441753529]Figure 6 Illustration of reflection and transmission
3. Transmission/Penetration
According to Snell’s law, the real transmission through a slab contains two refractions, as shown in Figure 6. For simplicity, the direction of ray is assumed to remain the same after penetration, but the power loss of two refractions is taken into account. Given the intersection point Q, the field transfer function of transmission can be calculated as


where
· 
 is the incident field at the reflection/penetration point Q;
· 
 is the first Dyadic refraction coefficient: 


· 

 and  are the unit vectors of electric field perpendicular to the plane of incidence and the first refraction, respectively;
· 

 and  are the unit vectors of electric field parallel to the plane of incidence and the first refraction, respectively;
· 
;
· 
;
· 
, n={1,2}, denote the impedance of the propagation medium before and after refraction, respectively;
· 

, n={1,2} are magnetic permeability of the propagation medium before and after refraction, respectively.  As for non-ferromagnetic, ;
· 
, n={1,2} are the conductivity of the propagation medium before and after refraction, respectively, please refer  to [8] for details of different building materials;
· 
, n={1,2} are the dielectric constant of the propagation medium before and after refraction, respectively, please refer to [8] for details of different building materials;
· 


 is the angular frequency with , and  is the central frequency of carrier;
· 

 is the complex unit, i.e., ;
· 
 denotes the incident angle;
· 

is the refracted angle calculated based on the Snell’s law;
· 
[bookmark: OLE_LINK14][bookmark: OLE_LINK15]	, n={1,2}, is the propagation constant of the propagation medium before and after refraction, respectively.
· 
 is the second Dyadic refraction coefficient: 


· 

 and  are the unit vectors of electric field vector perpendicular to the plane of incidence and the second refraction, respectively; 
· 

 and  are the unit vectors of electric field vector parallel to the plane of incidence and the second refraction, respectively; 
· 
;
· 
;
· 
[bookmark: OLE_LINK18][bookmark: OLE_LINK19] is the divergence factor. 
4. Diffraction


[bookmark: _Ref441764514]Figure 7 Illustration of edge diffraction: (a) Keller’s cone (b) 2D - top view.



A diffracted ray is generated whenever a propagation ray interacts at a wedge. The geometry theory of diffraction [12][13] is used for the tracing of diffracted rays. As shown in Figure 7 (a), the diffraction point on the edge can be determined by applying the Fermat’s principle, i.e. the angles between incident/diffracted ray and edge satisfy. If the rays are in the same material (outside the wedge) then, therefore the diffracted rays belong to the Keller’s cone.
According to [12][13], the field transfer function of transmission can be calculated as


where
· 

  is the incident field at the diffraction point;
· 
is the divergence factor of diffraction;
· 



  represents the propagation distance before reaching the diffraction point, and is the propagation distance after;
· 
is the dyadic diffraction coefficient;
· 

and  are the unit vectors of electric field parallel to the plane of incidence and diffraction;
· 

and  are the unit vectors of electric field perpendicular to the plane of incidence and diffraction;
· According to the uniform theory of diffraction (UTD), the diffraction coefficients with TM and TE wave components can be derived by









wheredetermines the angular width of the wedge,is the angle between incident ray and the edge, are defined to avoid the infinite value occurs at the incidence shadow boundary (ISB) and the reflection shadow boundary (RSB)  in the classical geometry of diffraction (GTD), wheredenotes the angle between the diffraction plane and the wedge, and  depicts the angle between the incident plane and the wedge, as shown in Figure 7 (b).








with  , , and  ,  where  and . . More details can be found in [13].
5. Multiple interactions
For the propagation ray undergoes multiple interactions, the field at the Rx terminal can be derived by the multiplication of cascade field transfer coefficients and divergence factors for the consecutive path segments. For example the field transfer function for an n-bounce reflection can be calculated as follow:










where  is the incident field at the first reflection point  with 0dBm transmit power and isotropic antenna pattern,  represents the propagation distance from Tx to. and  with denotes the reflection matrix and divergence factor at the th bounce. The same cascade multiplication operation can be applied to the propagation path with any bounces of reflection, diffraction and penetration by replacing the interaction coefficients and divergence factors. Finally, the received power for each deterministic path can be derived based on the field at the Rx and the effective area of received antenna.



Annex B  List of statistic parameters for the stochastic part

[bookmark: _Ref445045265]Table 1  Statistic parameter formats for S-V model (values from [18] as examples)
	Model Parameters [unit]
	Best-fitted Distribution
	Statistical Parameter(s)

	
	
	
	LoS
	NLoS

	
Cluster arrival rate   [1/ns] 
	Uniform
	Min 
	0.016
	0.01

	
	
	Max 
	1.632
	7.25

	
Cluster decay factor  [ns]
	Weibull
	

	9.142
	10.25

	
	
	

	8.128
	6.707

	
Sub-path arrival rate  [1/ns]
	Rician
	

	9.453
	15.64

	
	
	

	75.31
	107.8

	
Sub-path decay factor  [ns]
	Gamma
	

	2.818
	1.382

	
	
	

	1.15
	1.347

	
Azimuth spread of arrival per sub-path  [°]
	Gamma
	

	9.221
	12.57

	
	
	

	1.3
	1

	
Azimuth spread of departure per sub-path [°]
	Gamma
	

	3.01
	3.534

	
	
	

	2.4
	1.4

	
Elevation spread of arrival per sub-path [°]
	Gamma
	

	11.22
	19.63

	
	
	

	1.1
	1

	
Elevation spread of departure per sub-path [°]
	Gamma
	

	3.513
	4.384

	
	
	

	2.3
	1.7

	
Cluster lognormal standard deviation  [dB]
	Fixed
	
	2.42
	1.313

	
Sub-path lognormal standard deviation [dB]
	Fixed
	
	0.17
	0.419

	
Number of cluster 
	Fixed
	16

	
Number of sub-path per cluster 
	Fixed
	20

	
Per cluster XPR [dB]
	N/A
	N/A

	
Per sub-path XPR [dB]
	N/A
	N/A


Note: The statistical parameter values in the above table are generally depending on selected scenario, frequency and LoS condition. The type of best-fitted distribution may also depend on selected scenario, frequency and LoS condition.
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