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1 Introduction
At the RAN #69 meeting [1], a new study item on channel model for frequency spectrum >6 GHz was approved. After that, email discussion was held between RAN #69 and RAN #70 meetings and a summary of the email discussion was presented in [2], which captures the following additional features:
· Foliage, atmosphere and rain attenuations
· The blockage caused moving objects such as human body and vehicle
· The spatial consistency which involves the evolutionary features and the correlation of channels between adjacent UEs or links on the large and small scale. This is useful for support of massive MIMO, mobility and beam tracking
· Support of large bandwidth (possibly up to 10% of carrier frequency)
· Support of 3D beamforming with large arrays
In this contribution, we provide our view on how to handle the spatial consistency issue for channel modelling for >6 GHz.

2 Discussion
In the existing 3GPP 3D channel model, spatial consistency is partially considered by using the correlation distance concept. Using this model, large scale parameters, e.g., delay spread (DS), K-factor, shadow fading for different UEs can correlated in a 2D plane. To fully support 3D scenario, such a model shall be firstly extended to support 3D correlation distance. Moreover, in order to evaluate the system supporting of MU-MIMO, mobility and beam tracking, the channel parameters including large-scale parameters and small-scale parameters should vary in a continuous and realistic manner as a function of position. In [3], three following alternatives have been proposed to solve the spatial consistency issue and these description are copied to the Appendix for easy reference.
Alternative 1: Method of using spatially consistent random variables
Alternative 2: Geometric Stochastic Approach
Alternative 3: Method using geometric locations of clusters (Grid-based GSCM, GGSCM)
From these alternatives, Alternative 1 shows detailed implementing method and the method is considered relatively easy. From these reasons, Alternative 1 can be beneficial for the model to simulate the spatial consistency.

Observation: Alternative 1 can be beneficial to simulate spatial consistency

3 Summary
In this contribution, we discussed the channel models to simulate the spatial consistency which are listed in the white paper. 
[bookmark: _GoBack]Observation: Alternative 1 can be beneficial to simulate spatial consistency
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Appendix
Alternative 1: Method of using spatially consistent random variables 
In this approach, the spatial consistency of channel clusters are modelled in the 3GPP 3D channel model [3GPP TR 36.873] by introducing spatial consistency to the channel cluster specific random variables, LOS/NLOS and indoor/outdoor states. 
1) Spatially consistent cluster specific random variables
The channel cluster specific random variables include:
a) Cluster specific random delay in step 5
b) Cluster specific shadowing in step 6
c) Cluster specific offset for AoD/AoA/ZoD/ZoA in step 7
d) Cluster specific sign for AoD/AoA/ZoD/ZoA in step 7
Among these cluster specific random variables, the first three are continuous random variables and are made spatially consistent using the following method. The fourth variable is discrete and is generated per drop instead of varying spatially to avoid discontinuous sign changes.
The spatially consistent random variables can be generated by interpolating i.i.d. random variables deployed in the simulation area. For example in Figure 1, one spatially consistent uniform distributed random variable can be generated by dropping four complex normal distributed i.i.d. random variables on four vertex of one grid with dcorr (e.g. dcorr=50) de-correlation distance and interpolated using these i.i.d. random variables. The de-correlation distance could be a scenario specific parameter. In order to save simulation complexity, a grid may be generated only if there are actual users dropped within the grid area.


[bookmark: _Ref445044122]Figure 1 Example of generating one spatially consistent random variable.
Assuming Y0,0, Y0,1, Y1,0, Y1,1 are the i.i.d. complex normal random numbers generated on the four vertex of one grid, the complex normal number Yx,y at position (x, y) can be interpolated as:
      
One uniform random number can be generated using the phase of the interpolated complex normal random number as:
                                                                            
where  operation ensures there is no abrupt change of the interpolated random number  between 0 and 1 along a trajectory. This will be desired when the uniform random number is used to generate cluster specific random delay in step 5 because otherwise the delay of one cluster could change between infinity to zero along a trajectory.
The spatially consistent normal distributed random variable can be generated by dropping normal distributed random variables on the vertex of one grid and interpolated among the random variables.
The cluster specific random variables should be applied to one cluster before clusters are sorted based on its random delay.
This method can be extended to additional dimensions, e.g. temporal/frequency, to generate spatial/temporal/frequency consistent random numbers.
2) Spatially consistent LOS/NLOS state
Variant 1: The spatially consistent LOS/NLOS state can be generated by comparing a spatially consistent uniform distributed random number with the LOS probability at a given position. Soft LOS/NLOS state can be generated by filtering the binary LOS/NLOS state over space. Figure 2 gives one example of generating the soft LOS/NLOS state and its effect. The soft LOS/NLOS state at a given position is calculated using the average of nine binary LOS/NLOS states at nine positions on the square centred by the position of interests. The middle plot depicts the spatially consistent binary LOS/NLOS state with 50 meter de-correlation distance. The right plot depicts the spatially consistent soft LOS/NLOS state with 50 meter de-correlation distance and 1 meter transition distance.

[image: ][image: ]
[bookmark: _Ref445044437]Figure 2 Example of generating one soft LOS/NLOS state.
Variant 2: In this variant, a spatially consistent Gaussian number G with autocorrelation distance dLOS is generated. This is combined with a threshold value F determined via 

Here  is the distance and  is the LOS probability function. The soft LOS state is determined by a function approximating knife-edge diffraction: 

An examples of the soft LOS/NLOS state using this method is given in Figure 3. Note that the transition becomes more rapid with increasing frequency and that the transition will behave similarly as in some of the reported blocking measurements in the Annex. 
[image: ][image: ]
[bookmark: _Ref445045803]Figure 3 Example of spatially consistent soft LOS state using second variant (left) and a transition from NLOS to LOS (right)
3) Spatially consistent indoor/outdoor state
Spatially consistent indoor/outdoor state can be generated by comparing a spatially consistent uniform distributed random number with the indoor/outdoor probability at a given position. Similarly as soft LOS/NLOS state, soft indoor/outdoor state can be introduced by filtering binary indoor/outdoor state over space. Alternatively, transitions between the outdoor and indoor states can be avoided through modifications of the mobility model if this would be more desirable.
4) Spatially consistent path loss
Based on the soft LOS/NLOS and soft indoor/outdoor states, spatially consistent path loss can be defined using the soft LOS/NLOS and indoor/outdoor states as:

Since penetration loss is a function of indoor distance, we can make penetration loss to be spatially consistent to have spatially consistent path loss for indoor state.
5) Spatially consistent fast fading channels
Based on the soft LOS/NLOS and indoor/outdoor states, the spatially consistent fast fading channel matrix can be generated as:
    
To summarize, this method can be implemented with a similar complexity as the spatially consistent large-scale parameters which are already a part of most drop-based models such as [3GPP TR36.873]. Smooth variations of angles and delays will be induced, although these will not fully resemble variations seen in measurements. Instead, they will tend to be a bit too smooth and synthetic, and the rate of variations can sometimes be unphysically high. This method will maintain the channel statistics which is a very desirable characteristic. 

Alternative 2: Geometric Stochastic Approach
Spatial consistency means that channel realizations including large-scale parameters (LSPs) and small-scale parameters (SSPs) would need to vary in a continuous and realistic manner as a function of position in geometry. Two features of spatial consistency are important. Firstly, user equipments (UEs) sharing similar locations should have correlated LSPs, and the LSPs should be crucially dependent on UE’s position instead of random allocation in each drop as done in 3GPP SCM. Moreover, the path loss including shadow fading should vary smoothly as UE moves in geometry, even in a drop duration. This is particularly important to the evaluation of multiuser MIMO or multiuser beam-forming techniques. Secondly, SSPs in a drop (e.g. angle, power, and delay) should be dynamically changing with position. More accurately, the new model realizes time-variant angles and cluster death and birth as UE is moving which is important to evaluate mobility and beam tracking for 5G communications.
Geometry stochastic approach for spatial consistency might be the suitable solution to extend 3GPP SCM with small changes in sense of backward compatibility. The modified procedures for the new model based on 3GPP SCM [1] is summarized as follows. 
· 3GPP SCM step 1 and 2: Pre-compute the LSPs for each grid, grid shape can be rectangular with side length of spatial consistent distance. See item-C.
· 3GPP SCM step 3 and 4: Every UE takes the LSPs of the grid that the UE locates. See item-C. Calculate the path loss based on UE’s position. See item-A and item-B.
· 3GPP SCM step 5: Add the decision of cluster birth and death. If yes, take the procedure of cluster birth and death in item-E.
· 3GPP SCM step 11: Update the angles based on item-D at the beginning of the step.
A. Geometry position

Geometry positions of UE, scatters, and BS are the fundamental information of SCM, and are fixed in a drop. Actually the position of UE is time variant as UE is moving. Suppose the moving speed of UE is v and moving direction is  in global coordination system (GCS), the position of UE at time t is given by

,


where  is the distance between BS and UE at previous time t0. Notice that the time interval  can be a sub-frame duration as used in 3GPP.
B. Time-variant Path loss
The path loss is crucially depending on the position of UE or distance between BS and UE. Since BS’s position is fixed at XBS = (0, 0, hBS)T, the distance between BS and UE at time t is

.
With the path loss model for above 6 GHz or 3GPP path model for sub-6GHz, the path loss at time t can be updated accordingly. The correlated shadow fading in different positions are discussed in section 7.2.1 in 3GPP TR 36.873. The correlated shadow fading is given by

,

where , dcor is the correlation distance of shadow fading, F1 and F2 are the shadow fading allocated in two neighboring grids.
C. Position-based Large-scale Parameters (LSPs)
3GPP SCM allocate LSPs randomly for each UE. Two UEs may have much different LSPs although they are close in locations. The fact is the LSPs of the two UEs should be similar which leads to channel impulse response with high correlation. In order to circulate the problem, we divide each cell under a BS’s coverage into multiple grids. Each grid is spatial consistent in sense of large-scale fading characteristics. Each grid is configured with a set of LSPs following the given probability density function defined in 3GPP SCM. Grid centre is assumed as the location in calculating LSPs. In the step to generate the LSPs for a UE channel, it firstly checks which grid the UE locates, and then take the LSPs of the corresponding grid to the UE channel. In this way, UE sharing the same grid will have the same LSPs. 


Fig. 4 LSPs generation procedure

Fig. 4 illustrates the procedure to generate LSPs where red texts are the new steps based on 3GPP TR 36.873. Notice that the grid-based LSPs are calculated only once and are saved as a table. Most LSPs of UEs are taken from the table. Thus, the computational complexity of LSPs is lower than 3GPP SCM.
D. Time-variant Angle
Variant angles are introduced for each ray including azimuth angle of departure and arrival (AoD, AoA) and zenith angle of departure and arrival (ZoD, ZoA) in [Wang2015]. Since UE’s position at time t is available, the angles can be updated with transmitter and receiver information in the global coordination system (GCS). Linear approximation is an efficient way to reduce complexity with acceptable errors. The linear method for variant angles are generally formulated as [Wang 2015]

,

where the sub-index “Angle” represents AoA, AoD, ZoA, or ZoD in SCM.  is the slope which describes the changing ratio of time-varying angles. For LOS cluster, the expression of AoD and ZoD slopes are given by [Wang2015]


,		 					   .
For NLOS cluster with one reflection ray, the model can be simplified by introducing a virtual UE which is the mirror image of UE based on the reflection surface. The simplified slopes in NLOS channel are given by [Wang2015]


	 , ,



where is the angle of the reflection surface and it can be deduced from the initial  and .
E. Cluster Birth and Death
Cluster birth and death are assumed to happen at the same time in order to keep a fixed number clusters as defined in 3GPP SCM. Scatters are assumed to be independent with each other. In this sense, cluster birth and death can be modeled with Poisson process if looking the rate of cluster birth/death in time.  Accurately, the cluster birth/death will happen at time t with the probability

,
where t0 is the previous time that cluster birth/death happened. The model has single parameter λc which represents the average number of cluster birth/death per second, and hence is very simple in channel simulations. The single parameter λc is essentially depending on the number of birth/death in a spatial consistency distance and UE moving speed. For cluster death, the cluster selection can be based on the cluster power from weak to strong since weak cluster is easy to change [WINNER]. For cluster birth, new cluster can copy the cluster (power, delay, and angles) from nearest grid. The priority of cluster selection is based on the cluster power from weak to strong. When UE is moving to the neighboring grid, the clusters will be replaced by the new clusters of neighboring grid gradually and hence keep spatial consistency in sense cluster.


Alternative 3: Method using geometric locations of clusters (Grid-based GSCM, GGSCM)
According to the drop concept of the conventional GSCMs (SCM, WINNER, IMT-Advanced, 3GPP 3D, etc.), the receivers (Rx’s) are located randomly and the propagation parameters are randomly drawn from the pre-defined probability distributions. The channel is assumed to be stationary along a short distance (segment), but this assumption does not hold for longer distances, therefore the parameters need to be re-calculated (new drop/segment). This approach is called as block-stationary modelling in which large scale (LS) and small scale (SS) parameters are fixed during the segment and fully different between the segments. The transition from a segment to another provides a rapid change of channel model parameters thus the channel is discontinuous. To improve the reality and time evolution, it is possible to interpolate between the segments. However, it is difficult to ensure spatial consistency especially between nearby users in multi-user case. Therefore, a new method (partly based on [METIS_D1.2]) is proposed and drafted in the following.
In the method, called Grid-based GSCM (GGSCM), cluster and path angles and delays are translated into geometrical positions (x, y) of the corresponding scatterers, see Figure 5. The benefit is that the cluster and path evolution in delay and angle can be naturally traced and will have very realistic variations.
[image: ]
[bookmark: _Ref445146679]Figure 5 Clusters are translated into geometric positions
This method needs to be complemented with some birth/death process to maintain uniformity of clusters during movement. An example clarifies this discussion. Let us consider a case of three users: A, B, and C (Figure 6). Users A and C are far away from each other. They may assume independent clusters. However, the users A and B are located nearby. The current 3GPP-3D model assumes independent small scale parameters (SSPs), which lead to non-physical situation, and too optimistic MU-MIMO throughput evaluations. Figure 7 illustrates the thinking of spatially consistent case in which all or some of the clusters are shared between nearby users.
[image: ]
[bookmark: _Ref444595831]Figure 6. The problem of independent clusters of nearby users (current GSCM).
[image: ]
[bookmark: _Ref444595885]Figure 7. Shared clusters (necessary improvement).

Figure 8 depicts the situation in which a high number of users are “dropped” onto a 2-dimensional map. Each user has a ring around, and the radius of that ring is equal to the correlation distance (or stationarity interval). If another user is located inside that ring, the spatial consistency has to be taken into account. Otherwise, current method of random SSPs is acceptable.

[image: ]
[bookmark: _Ref444596001]Figure 8. Dropping of users.
In the case of nearby users, the clusters should be interpolated between the users. User B takes the N strongest clusters (N is the number of clusters defined per scenario).
[image: ]
Figure 9. User centric selection of clusters.
The interpolation can be done along a route of based on a pre-defined “grid” (Grid based GSCM, GGSCM). In the GGSCM approach a discrete two-dimensional map of possible Rx locations is defined. Instead of drawing LSPs and SSPs for the actual user locations, the cluster parameters are drawn for every grid point. Then the cluster parameters for the actual Rx locations are interpolated between four nearest grid points. The grid can be intuitively understood as a drop in which the distance between two adjacent users is constant in x and y dimensions. The drops are independent between the GPs, i.e., LSPs and SSPs are randomly drawn from the pre-defined distributions (similar to the legacy GSCM).

[image: ]
Figure 10. Grid model (GGSCM): Calculate new cluster information at each grid point. Interpolate clusters between the four grid points.

The locations of the clusters have to be defined in (x, y) or (x, y, z) coordinates. The maximum distance between Rx (or Tx) and the cluster location is determined from the geometry of Rx and Tx locations, AoA, AoD, and delay. This geometry is an ellipse with focal points at Rx and Tx locations, and the major axis equals to the delay multiplied by the speed of light. In the case of single bounce, the cluster is located on the locus of an ellipse defined by AoA, AoD, and delay  (see Figure 11, SBC, single bounce cluster). In the case of multi-bounce, the same locus defines upper bound of the distance of the cluster, i.e. the cluster can be anywhere in the segment between Tx (or Rx) and the locus (see Figure 11, FBC/LBC, first/last bounce cluster). A distribution for that cluster location could be uniform between the two ends of said segment. Because the AoA, AoD, and delay are randomly drawn in the GSCM, most likely the geometry of these three parameters does not fit to the ellipse. Thus the 50% of the cluster locations may be based on Rx-side cluster parameters and another 50% based on Tx-side cluster parameters. 

[image: ]
[bookmark: _Ref444596823]Figure 11. Location of a cluster.

After fixing the physical locations, drifting of LSPs and SSPs are enabled for a short distance movement as illustrated in Figure 12. Implementation of the drifting is straightforward and is fully based on the geometry (for each impulse response, phase, delay, and angle of arrival is recalculated). This supports dynamic channels and simulation of very large arrays.

[image: ]
[bookmark: _Ref445136488]Figure 12. Drifting of angles and delays.
This approach allows also spatially consistent LOS (and specular reflection). Since the Tx, Rx and scatterers have physical coordinates, also a simple map for LOS (and specular reflection) can be created.
The clusters may be calculated only for the grid points and on the need basis to avoid excessive use of memory. A smooth birth-death process of clusters can be realized by weighting the cluster powers in each grid point based on the distance from Rx. All clusters of the four closest grid points are active and the clusters are selected by cutting the weakest clusters away. If the number of a cluster in the scenario of interest is N = 20, the total number of clusters in any position between the grid points is 4*N = 80, but only 20 strongest clusters are selected. The strength of the cluster is scaled by a path loss from the cluster location to the Rx. This approach keeps the number of clusters constant, and allows smooth birth-death process.
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