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Abstract


In this contribution we consider the multiplexing of users in frequency domain depending on the channel quality (e.g. also known as frequency domain packet scheduling). We compare the performance of two different frequency domain multiplexing schemes; namely i) scattered allocation and ii) localized allocation. We also investigate the performance impact of the frequency domain resource block size. The studies show a clear benefit of multiplexing users according to frequency-domain radio channel quality. More studies are, however, needed to clarify the complexity in required uplink and downlink signalling mechanisms.
Introduction


In past contributions on the topic of frequency domain packet scheduling, adaptation, and multiplexing for OFDMA, see e.g. [2-12], it has been shown that a large multi-user diversity effect is achievable by using channel-dependent packet scheduling in the frequency domain in addition to the time domain. In [9, 11-12] two fundamentally different resource allocation methods, namely, scattered allocation and localized allocation are described. In scattered resource allocation, frequency domain resource blocks (RBs) assigned to each UE can be distributed in a non-adjacent way over the whole bandwidth. RB denotes resource block and is a notation sometimes used during the 3GPP Rel-6 OFDM SI [3GPP TR 25.892].On the other hand, in localized resource allocation, frequency domain resource blocks are assigned consecutively to each UE. Table 1 summarizes the main techniques that are currently under discussion in 3GPP as well as an indication of the available user diversity mechanisms. One issue which is critical is the design of the resource block (RB) for adaptation for both localized and scattered methods. For the localized multiplexing methods, it denotes directly the minimum frequency chunk in the frequency domain that can be allocated to a user. 

Table 1 - Comparison of "frequency" related multiplexing techniques used so far in 3GPP.

	Sub-carrier to resource block mapping
	Frequency domain multiplexing (FDM) method
	Available frequency diversity

	Localized – Resource block is defined as contiguous sub-carriers
	Flexible allocation (F-FDM) - Resource blocks and thus frequency chunks can be allocated and distributed freely among users.
	Full user/selection diversity in frequency.
Full averaging diversity in frequency.

	
	Adjacent allocation (A-FDM) – Only adjacent resource blocks and thus frequency chunks can be allocated to the same user.
	Limited user/selection diversity in frequency.
Limited averaging diversity in frequency.

	Scattered – Resource block is defined by sub-carriers distributed over the operating bandwidth
	Interleaved, scattered allocation in frequency domain is supported. 
	No user/selection diversity in frequency.
Full averaging diversity in frequency.


In the F-FDM scheme we can place a user in different parts of the spectrum according to e.g. the channel conditions (see Table 1 and upper illustration in Figure 1). An additional advantage of F-FDM appears when considering a cell with very different mobility of users. In this case, it could be attractive to distribute very high speed users over the full bandwidth with an allocation corresponding to their data rate. To facilitate this, F-FDM is a flexible and scalable solution. In this contribution we will also consider a localized adjacent (A-FDM) allocation scheme (see) which operates under the constraint that users are allocated to contiguous portions of the system bandwidth (see lower illustration in Figure 1). The main motivation for this scheme is a potentially reduced complexity in allocation users and thus a possibility to reduce the signalling overhead associated with the scheme. Both schemes provide the possibility to exploit multi-user diversity in the frequency-domain provided that the user allocations are done according to the radio conditions (or some derived metric). On top of the frequency user diversity, more “traditional” user diversity in time may also be applied provided that the radio channel changes can be tracked in both time and frequency domains.
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Figure 1 - Illustration of the difference between localized flexible (upper figure) and localized adjacent (lower figure) frequency multiplexing schemes (F-FDM/A-FDM).

Selected other results
Assuming the localized scattered (F-FDM) scheme, several studies have investigated the influence of RB bandwidth on system performance. In [4] the potential of F-FDM was evaluated for the SISO case wherein the user with best SINR is allowed to transmit on each frequency chunk. Furthermore, the optimal MCS was also selected for each RB separately. The study showed a large throughput gain of F-FDM in the order of 50-60%, for SNRs up to around 5 dB in a rich multi-path channel environment.
The bandwidth of the resource block is critical to the performance of FDM. In principle, this bandwidth should be much smaller than the coherence bandwidth of the channel. However, a large number of RBs involves more complex allocations and reverse channel quality signalling and thus it is desirable to limit the number. In [8], a RB bandwidth of around 200 kHz was recommended in order to adjust the frequency-domain granularity to support a reasonable minimum payload and smooth migration of E-UTRA into 2G spectrum. In [5] the optimal RB width for F-FDM was determined using simulations to be around 200 kHz. However, it was recommended to choose a size closer to 450 kHz in order to optimize the feedback requirement. In [10] the evaluation of optimum RB bandwidth took into account scalability, the coherence bandwidth of the channel, maximum possible scheduling gain and the minimum transport block size. It was suggested that the frequency chunk should contain 15 sub-carriers, equalling 225 kHz. In [2] the optimum RB bandwidth for F-FDM performance was found to be around 300-600 kHz using three commonly used channel profiles together with receive diversity. In [7] a similar investigation also took into account the overhead loss due to control signalling bits for scheduling, AMC and hybrid ARQ in the downlink. Simulation results showed that the optimum RB width was approximately 900 kHz and the effective gain of F-FDM over time-domain only scheduling was up to 20%.

Performance results
In Figure 2, the gain of both FDM schemes (localized flexible F-FDM and localized adjacent A-FDM) are compared to the reference (Ref), which is the frequency scattered scheme with time-domain channel-dependent scheduling (scattered RB with proportional fair scheduling in time domain).

 The relative performance is illustrated considering that 10 users are always present in the system (user diversity order or UDO is 10). The system bandwidth is 20 MHz and 2 branch receive diversity is assumed (see Appendix for further details). It is seen that the throughput performance of F-FDM improves significantly as the no. of resource blocks is increased from 8 to 48. The increase in gain beyond 48 RBs (resource block bandwidth is 375 kHz) is assessed to be marginal considering also the associated increase in signalling overhead and complexity. The A-FDM scheme shows similar performance trends as the gain increases with the no. of RBs initially and saturates around 32 RBs. Similar performance trends are seen in Figure 2 where the gain in data rate at 5% outage is illustrated. Results show that the performance of F-FDM scheme is 5-40% better than the A-FDM scheme. Although A-FDM is able to some extent to capture the channel variations, the number of users active in the system here is too low to render it significantly better than a scattered allocation scheme with no advanced frequency multiplexing. Considering other commonly used channel profiles it was found that around 32-48 RBs (corresponding to RB width of 375-560 kHz) are required to achieve almost optimum F-FDM performance in the 20 MHz E-UTRA system. These results are in line with other contributions, e.g., in [2, 7] it was recommended to use a RB width of 300 kHz in a 10 MHz system. Similarly, in [2] the gain in throughput over Ref. of F-FDM scheme was around 45% when the number of RBs is fixed at 64.
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Figure 2 - Gain in cell (average) throughput and data rate (at 5% outage) of FDM schemes over the Ref. scheme. TU channel profile, 1x2, 10 km/h, 20 MHz bandwidth, and a UDO=10. Loss at low values of UDO compared to the scattered REF method is caused by the assumed CQI error model (scattered method averages CQI over the operating  spectrum and achieves higher measuring accuracy).
Figure 3 illustrates the impact of the channel model on the FDM performance. The channel profile used here is denoted as PeA7, which is a 7-tap model with a rms delay spread of only 65 ns. Comparing to results in Figure 2, keeping the RB width fixed at 2.25 MHz (no. of RBs = 8) the gain of F-FDM over Ref. is increased from 5% in TU profile to 25% in the PeA7 profile, owing to the increased coherence bandwidth to resource block ratio. Further, the adjacent FDM scheme performs relatively better in the less time-dispersive channel. This can be understood as follows; since there are fewer no. of independently fading RBs for each user in the case of PeA7, the event that there are equally strong RBs in two very distant parts of the system BW for a selected user is less likely. As a result the performance of the A-FDM scheme approaches that of the F-FDM scheme. For a large number of RBs, the performance of A-FDM starts to degrade slightly due to the nature of the studied A-FDM algorithm. For large number of RBs, the algorithm has a tendency to allocate only a narrow frequency band to the user that experiences the highest SINR anywhere within the bandwidth.
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Figure 3: Cell throughput gain of FDM schemes, PeA7 profile. 20 MHz bandwidth.
The above results compare quite well with earlier published results as illustrated in 
Table 2 when noting the simulated differences in system and resource block bandwidth. 


Table 2 – Comparison with results from earlier 3GPP contributions also studying the gain potential of frequency domain scheduling/ multiplexing as well as the required resource block bandwidth.

	Ref.
	RB bandwidth
	Gain of FD PS/MUX
	Comment

	[2]
	576 kHz 
	33%
	TU, UDO=10, 10 MHz. 

	[4]
	Not mentioned
	50-60%
	UDO=10, 5 MHz, optimum MCS per RB. 

	[5]
	225 kHz
	>50%
	UDO=10, 20 MHz, TU.

	These results
	375 kHz
	45%
	UDO=10, 20 MHz, TU

	These results
	750 kHz
	32%
	UDO=10, 20MHz, TU


Discussion and conclusions

Our studies confirm that frequency domain multiplexing (or scheduling as the term used in other contributions) provides a significant potential for low mobility users. Even with the simple algorithms used here, the gain of F-FDM over a frequency blind scheduler is in the order of 40-50% in the downlink. 
From a performance perspective, A-FDM provides small gains compared to the Ref and a large multiplexing flexibility is needed (e.g. ala F-FDM) to achieve a convincing gain. 
To keep signalling reasonable, the results indicate that a resource block bandwidth around 375-750 kHz is desirable. 375 kHz RB bandwidth provides significant benefit over 750 kHz, but exact gain including signalling and measuring uncertainties is for further study. 
In conclusion, frequency domain scheduling/multiplexing has a significant potential, and more studies are now encouraged to reveal critical implementation and integration aspects. One particular topic to be studied is the practical user allocation and channel quality signalling in the reverse link. 
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Text Proposal
---------------------------------------- Start of Text Proposal --------------------------------------------------

7.1.2.1 Scheduling
For downlink OFDMA, channel-dependent scheduling in the available resource domains (e.g. time and frequency) improve spectral efficiency because of the large multi-user diversity effect. Scheduling is the function to optimize the transmission of data on the downlink shared channel exploiting the available multiplexing and transmission flexibility. Scheduling is a functionality that is tightly integrated with link adaptation (7.1.2.2) including HARQ (7.1.2.3). The scheduling decision of which user transmissions to multiplex within a given sub-frame may be based on several input including knowledge of:

- QoS parameters and measurements,

- payloads buffered in the Node-B ready for scheduling,

- pending retransmissions,

- CQI reports from the UE 
- UE capability,

- UE sleeping and measuring gaps/periods,

- system parameters such as bandwidth and interference level/patterns,

- etc.

Basically, scheduling allocates a set of resource blocks to each UE selected for scheduling in a given sub-frame. It may instantaneously choose the optimum multiplexing strategy from the available methods; e.g. frequency localized, frequency distributed, or frequency scattered multiplexing schemes. The flexibility in selecting resource blocks and multiplexing users (7.1.1.2) will be determining the available scheduling performance.

---------------------------------------- End of Text Proposal --------------------------------------------------

Appendix: Assumptions and models

The simple simulation model used here consists of detailed link traces using the EUTRAN downlink parameters (see [1]), and a quasi-static system overlay including Monte Carlo placement of users in a cell as well as the packet scheduling and multiplexing functions. Overall descriptions and parameters are given in Error! Reference source not found..

Table 3 - Listing of the most essential simulation assumptions.
	Parameter
	Value

	OFDM PHY parameters
	E-UTRA [TR 25.814], short CP, 7 data symbols/sub-frame

	Channel model
	TU, Typical Urban, 20 taps, coherence BW =318 kHz (default).

PeA7, 7-taps, rms delay spread of 65 ns

	Antenna scheme
	1x2/MRC.

	Receiver
	Frequency equalization.

	Number of RBs
	Default 48. Main parameter considered.

	Cell layout and propagation
	3GPP macro-cell definition (propagation, cell configuration)

	H-ARQ
	Chase combining, max. 3 retransmissions.

	Channel estimation
	Ideal, UE speed is 10km/h

	System BW
	20 MHz

	Traffic model
	Even packet size model. All users download 1Mbit (5 Mbit).

	Adaptation
	There are always users to schedule, and all resource blocks are transmitted with even power (except adjusted for interference control pattern). We use fixed modulation and coding setting for any given user across all allocated resource blocks.

	Reference scheduler (REF)
	Scattered resource allocation. To benchmark the performance, we utilize a scattered resource allocation scheme. We allocate users still according to the proportional fair criterion in the time-domain but use the average SINR in the frequency domain over the bandwidth.

	Channel quality signaling
	We assume to have the SINR for each RB estimated at the UE (for reference scheme we only consider a single SINR report for the full band). The measurement is perturbed by a 1-dB log-normally distributed error to mimic measurement imperfections and limited signaling resolution. 


In this contribution, we consider two different algorithms. Both are based upon a scheduling metric calculated for each resource block and time instance (e.g. in both time and frequency domain). We use the following proportional fair metric calculation for user k, resource block number r, and sub-frame n. 
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Where Tk is the average throughput delivered to user k in the past (calculated by classical methods) and k,r[n] is user k’s reported/estimated SINR on the resource block. Overall, the scheduling metric is calculated for each RB/sub-frame pair based on the reported CQI report for the user (imperfect due to delay and measuring error) as well as the calculated delivered throughput in the past. The metric formulation is common for both the A-FDM and F-FDM studies.
The F-FDM algorithm is straight-forwardly implemented by optimizing the allocation of users to each RB separately. For the A-FDM, a more complicated and iterative search algorithm is used to allocate the users to adjacent RBs.
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