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1. Introduction & Background

The UL wideband transmission was further discussed in RAN1#96bis [1], and the following agreements were achieved:
Agreement:
For UL transmissions in a serving cell with carrier bandwidth greater than LBT bandwidth, for the case where UE performs CCA before UL transmission, support at least Alt. 1 among the following alternatives

· Alt. 1: UE transmits the PUSCH only if CCA is successful at UE in all LBT bandwidths of the scheduled PUSCH.

· Alt. 2: UE transmits the PUSCH in all or a subset of LBT bandwidths of the scheduled PUSCH for which CCA is successful at the UE. 

· Decision on whether this alternative is supported will depend on feedback from RAN4

· FFS on restrictions to the subset of LBT bandwidths, e.g., only contiguous LBT bandwidths allowed, based on feedback from RAN4

· Necessity of guard bands within the scheduled PUSCH should be determined by RAN4

· FFS: Whether this applies also to configured grant PUSCH
· FFS: Whether this applies also to PUCCH
In RAN1#98bis meeting, the CORESET configuration in a serving cell was agreed as below [2]
Agreement:
For a search space set configuration associated with multiple monitoring locations in the frequency domain (as per the previous agreement defining such a search space set associated with a CORESET confined within an LBT bandwidth):

· PRBs allocated by frequencyDomainResources in the CORESET configuration are confined within one of LBT bandwidths within the BWP corresponding to the CORESET.

· Within the search space set configuration associated with the CORESET, each of the one or more monitoring locations in the frequency domain corresponds to (and is confined within) an LBT bandwidth and has a frequency domain resource allocation pattern that is replicated from the pattern configured in the CORESET.

· CORESET parameters other than frequency domain resource allocation pattern are identical for each of the one or more monitoring locations in the frequency domain.

· Include this and the prior agreement on this issue in an LS to RAN2

In this contribution, we will discuss the DL wideband operation in NR-U.
2. Wideband operation in NR-U
For wideband operation, it is agreed that wideband operation (in integer multiples of 20MHz) for DL and UL for NR-U supported with multiple serving cells, and wideband operation (in integer multiples of 20MHz) for DL and UL for NR-U supported with one serving cell with bandwidth > 20MHz with potential scheduling constraint subject to the input from RAN2 and RAN4 on feasibility of operating the wideband carrier when LBT is unsuccessful in one or more LBT bandwidths within the wideband carrier. For all wide-band operation cases, CCA is performed in units of 20MHz (at least for 5GHz). Therefore, the LBT for the wideband channel with multiple 20MHz subbands should be studied.
Compared with carrier aggregation (CA), the BWP-based operation has the following advantages:

(1) BWP-based operation can efficiently use the guard band resources which are defined between the carriers in CA.

(2) For CA, UE needs to perform PDCCH blind decoding in all the 20MHz carriers, for BWP-based operation, UE may only need to perform PDCCH blind decoding in a certain subband, which will greatly reduce the number of blind decoding. Meanwhile, the total number of the DCIs of BWP-based operation is greatly reduced compared with that of CA.
(3) Furthermore, the HARQ-ACK procedure for CA requires more HARQ entities than that required for BWP-based operation.
(4) Considering the UE feature, CA is an optional feature, and BWP-based operation is mandatory. Therefore, in order to operate with wider bandwidth, a wideband BWP is a better choice.
1.1. BWP-based operation for DL transmission
In RAN1 AH1901, the options of the DL BWP-based operations were further down selected. The options with multiple active BWPs are excluded. Regarding the single active BWP options, we will discuss the pros and cons for further down selection.
Option 2: Multiple BWPs can be configured, single BWP activated, gNB transmits PDSCH on a single BWP if CCA is successful at gNB for the whole BWP.

Option 2 allows only one active BWP for each UE, and gNB performs LBT on this active BWP. gNB is allowed to transmit only when the channel(s) of the whole BWP is detected as idle. That is to say, as long as any of the LBT subband / LBT bandwidth (e.g. 20MHz) is busy, gNB should not transmit on this BWP. In the scenarios where wideband and narrowband nodes are operated simultaneously, the performance of the wideband nodes will be degraded dramatically since the channel can be blocked by any narrowband node.
Option 3: Multiple BWPs can be configured, single BWP activated, gNB transmits PDSCH on parts or whole of single BWP where CCA is successful at gNB.

Option 3 is an improved version of option 2. The UE still has one active BWP at each time, the difference is that the gNB can transmit on part of the BWP if the other part of the BWP is sensed to be busy. This is more efficient compared with option 2, and increases the resource usage. It is a tradeoff between the UE capability regarding the BWP operation and the resource usage. Further study on the transmission and reception of PDCCH for NR-U operation is needed since the LBT is performed per 20MHz subband. For example, in order to adapt the PDCCH monitoring to the sub-band LBT operation, dynamic PDCCH monitoring switching among subbands might be needed. 
According to the above analysis, option 3 BWP-based operation should be supported for NR-U serving cells with bandwidth larger than 20MHz. 
Proposal 1: Option 3 should be supported for DL BWP-based operation in NR-U.

With the option 3 operation, the available subbands are subject to the subband LBT results. Before the end of the LBT procedure, gNB or UE has no idea about the available subbands. Therefore, it is hard for them to prepare the data for transmission in advance. In order to transmit whenever the channel is detected as idle, the following alternatives can be considered for option 3.
Alt 1: One DCI schedules one TB in the whole wideband BWP, at the receiver side, the data in the busy subband(s) is punctured. This method is simple regarding the data preparation, but since the number of subbands is usually small, e.g. 4, if one or two subbands are punctured, the data may not be correctly decoded due to the large portion of the puncture, i.e. 1/4 or 1/2.  
Alt 2: Multiple DCIs schedule multiple TBs in the wideband BWP, each TB is mapped in one LBT subband, gNB prepares multiple copies of data. The actual transmitted TBs are subject to the subband LBT results. This method is simple in terms of the data reception, but requires multiple grants transmission in NR-U.

Alt 3: gNB prepares multiple copies of TB combination, where the TB combination is defined as a TB mapped to a combination of subbands.  For example, gNB prepares multiple possible TBs, for each TB the TBS is mapped to different number of subbands. The downlink grant can indicate FDRA/TDRA so that UE can correctly decode the TB. 
The above data scheduling has impact on the first one or two slot(s) within the gNB initiated COT. In the later slots of the COT, gNB can schedule data as in legacy case.
Proposal 2: The following data scheduling schemes should be considered for the first one/partial slot for DL BWP-based operation:

Alt1: One TB is scheduled for the whole BWP.

Alt2: Multiple TBs are scheduled, where each TB is mapped to one LBT bandwidth.


Alt3: Multiple TBs are scheduled, where each TB is mapped to one LBT bandwidth combination.

1.2. NR-U CORESET Configuration

Wideband operation is one promising case for NR-U to provide better throughput, e.g. 160MHz carrier. However, in 5GHz unlicensed band, gNB/UE needs to perform LBT per 20MHz. Thus, the CORESET configuration in frequency domain should take this into account to maximize the transmission opportunity of PDCCH under LBT requirement. One straightforward way is to configure the UE with multiple search spaces associated with each 20MHz LBT bandwidth. In this way, as long as LBT succeeds at one 20MHz channel, PDCCH could be transmitted to schedule data transmission. If a NR-U UE is configured with one BWP with 160MHz, at least 8 CORESETs should be used to allow PDCCH transmit in a 160MHz BWP. However, Rel-15 spec only supports maximum number of CORESET is 3 per each BWP. Thus increasing number of monitoring CORESETs is not a good way to solve this problem.
Another possible solution is to configure a multi-cluster CORESET configuration spanning multiple LBT bandwidth while all or most of PDCCH candidates are located in one LBT bandwidth after appropriate CCE-to-PDCCH mapping configuration. To achieve this, the first condition is that CCE should be configured as non-interleaved. Taking interleave case in Figure 3(b), the contiguous CCE index is located in different LBT bandwidth and thus mapped PDCCH candidates from contiguous CCE will not be in the same PDCCH candidate. For non-interleave case in Figure 3(a), PDCCH candidates could be limited in one LBT bandwidth if configured appropriately, e.g. the number of PRBs in each cluster corresponding to one LBT bandwidth should be integer times of 24 (e.g. 48 as shown in Figure 3). For PDCCH candidate mapping from CCE, it depends on many parameters such as search space type (e.g. user specific search space), total number of PRBs (e.g. 96) in configured CORESET, RNTI value (e.g. 60000), CORESET ID (e.g. 2), scheduling type (e.g. self-scheduling), aggregation level, number of PDCCH, slot ID and etc. Then PDCCH candidate example is illustrated in Figure 4 based on Figure 3(a) and the above configuration example in the bracket. It is obvious that each PDCCH candidate will locate inside each LBT bandwidth.
Observation 1: Appropriate configuration of multi-cluster CORESET spanning multiple LBT bandwidths could make PDCCH candidates locate inside each LBT bandwidth for non-interleave CORESET case. 

[image: image1]
Figure 3    Example for non-interleaved and interleaved case
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Figure 4    Example for PDCCH candidates in non-interleave case
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Figure 5    Example for PDCCH candidates in non-interleave case
However, the frequency domain PRBs for CORESET are configured through frequencyDomainResources field in the information element ControlResourceSet. It is a bitmap with fixed size of 45 bits, where each bit represents 6 contiguous PRBs. The first bit indicates the first 6 PRBs starting from the BWP boundary. At the same time, in order to make sure PDCCH candidate could be transmitted even when one LBT bandwidth successes, the in carrier guard band should not be included in the CORESET configuration. To skip one guard band PRB, the PRB groups including that PRB can’t be configured. One example is given below as shown in Figure 5. The UE is configured with 80MHz BWP comprising of 217 PRBs. For LBT bandwidth 1, the first 8 bits in frequencyDomainResources are set as ‘1’ so that PRB#0-#47 are included in the CORESET configuration. Assuming in-carrier guard band at lease needs 2 PRBs at the LBT bandwidth edge, e.g. PRB #51-54, in this way, the PRB group #48-#53 and #54-#59 couldn’t be configured due to in carrier guard band. So for LBT bandwidth 2, there is only PRB group #60-#101 could be configured for the multi-cluster corset, which is 42 PRBs in total. This couldn’t meet the above mentioned configurations requirement (i.e. 48 PRBs per CORESET for 30KHz SCS).
Observation 2: Current NR Rel15 can’t achieve the appropriate configuration for multi-cluster CORESET to make sure that PDCCH candidate only locates in one LBT bandwidth.

To solve this problem, multiple starting offsets could be included in CORESET configuration instead of fixed starting point (i.e. PRB#0) for the bitmap. For example, multiple starting offsets could be configured as (PRB#0, PRB#55, PRB#111, PRB#167) and each of them is associated with the same bitmap by configuring the first 8 bits as ‘1’. In this way, (PRB#0-#47, PRB#55-PRB#102, PRB#111-PRB#158, PRB#167-PRB#214) can be configured for the CORESET and each PDCCH candidate is located in one LBT bandwidth.

Proposal 3: For NRU CORESET configuration, multiple starting PRBs could be configured and each of them is associated with the same bitmap to achieve target multi-cluster CORESET configuration where each PDCCH candidate could locate in one LBT bandwidth only.
3. Conclusion

In this contribution, we discussed the wideband operation for NR-U. The following proposals are given:

Proposal 1: Option 3 should be supported for DL BWP-based operation in NR-U. 
Proposal 2: The following data scheduling schemes should be considered for the first one/partial slot for DL BWP-based operation

Alt1: One TB is scheduled for the whole BWP.


Alt2: Multiple TBs are scheduled, where each TB is mapped to one LBT bandwidth.


Alt3: Multiple TBs are scheduled, where each TB is mapped to one LBT bandwidth combination.
Observation 1: Appropriate configuration of multi-cluster CORESET spanning multiple LBT bandwidths could make PDCCH candidates locate inside each LBT bandwidth for non-interleave CORESET case.
Observation 2: Current NR Rel15 can’t achieve the appropriate configuration for multi-cluster CORESET to make sure that PDCCH candidate only locates in one LBT bandwidth.
Proposal 3: For NRU CORESET configuration, multiple starting PRBs could be configured and each of them is associated with the same bitmap to achieve target multi-cluster CORESET configuration where each PDCCH candidate could locate in one LBT bandwidth only.
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