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1.
Introduction

The New WID on LTE-based 5G terrestrial broadcast [1] states the following: 

Specify, if found necessary, enhancements to the physical channels and signals in the CAS [RAN1, RAN4]

·    This objective includes determining a realistic modelling for the time variation of the desired and interfering signals (e.g. a model between the 50%/50% and 50%/1%), and identifying based on the modelling what channels and signals (if any) need to be enhanced.
ITU Working Party 3K document 6A/198-E [2] contains information on how signals vary over time and how the variation may be taken into account in network simulations by way of using Monte Carlo in the time domain. The document is therefore put forward for consideration in the development of an enhanced time variation model for use in the assessment of the CAS.
For convenience the 3K document [2] has been copied into Annex 1.
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	Subject:
Document 3K/34
	Document 6A/198-E

	
	13 March 2013

	
	English only

	Chairman, Working Party 3K

	LiAison Statement to Working Party 6A

	Report on the Work of Correspondence Group 3K-4 Concerning the Correlation of Short TERM Interfering Signals


The Chairman, Working Party 3K (WP 3K) thanks Working Party 6A (WP 6A) for its liaison statement requesting further information on the progress of studies relevant to the correlation of short term interfering signals (Document 3K/34). This document is the latest in an on-going exchange of liaison statements between WP 3K and WP 6A on this topic: see also Docs. 3K/22, 6A/95 and 6A/162. The principal issue of concern is the extent to which correlation (in probability) of elements of the aggregate of temporally varying interfering signals should be assumed. As a matter of considerable urgency, Correspondence Group 3K-4 (CG 3K-4) has been conducting extensive studies on methods for the aggregation of short term interfering signals and the CG has now arrived at several noteworthy conclusions. Because WP 6A meets next in April 2013, while WP 3K will not meet until June 2013, a report of the work of CG 3K-4 is given below in Annex 1, including descriptions of two recommended methods by which the aggregate of temporally varying interfering signals may be evaluated.

WP 3K is cognizant that the general method given in Annex 1 is more numerically intensive than the simple method, also given there. However, it is believed that this cost is outweighed by the benefits of broader applicability of the general method to arbitrary time percentages and the potential to adapt the method to different degrees of correlation between different elements of the temporally variable aggregate. WP 3K would welcome additional comments and questions from WP 6A on this topic.

Status: 
For action

Contact: 
Paul McKenna



Email: mckenna@its.bldrdoc.gov
Annex: 
1

Annex 1
Methods for the aggregation of short-term interfering signals
Introduction

CG 3K-4 have been tasked with providing advice to WP 6A regarding methods for the estimation of aggregate interference from multiple sources in the general case where complete temporal correlation cannot be assumed.

This document describes the methods recommended by WP 3K for use in the studies being conducted by WP 6A concerning potential interference to UHF television services.

A general method is specified that should be used in any Monte-Carlo simulations, and is applicable at any desired percentage-time value; a simple alternative is provided only for cases where computational complexity must be avoided.

Proposed methods

Two methods for the computation of aggregate interference from multiple transmitters where individual path losses are temporally variable are recommended.

The first approach (‘general method’) is based on a rigorous mathematical treatment of the joint variability of multiple paths, and can be used to estimate the aggregate received power at any percentage-time. The method uses Monte Carlo simulation involving multiple calculations for each path of interest, and would be appropriate for use in a situation where numerically-intensive computer simulation is already envisaged, such as the model given in Document 6A/73, Annex 9, Appendix 2
.

Recognising that this approach may not always be appropriate (e.g. where a quick estimate is required without an iterative computer simulation), a simple alternative is also proposed (‘simple method’). This method is currently only defined for the case where the aggregate power is to be estimated at 1% time, although it could be readily extended for use at other percentage-times. The method is also appropriate for use within the simulation framework given in Document 6A/73, Annex 9, Appendix 2.

Background information on the methods is provided in Appendices A and B. A brief summary of the work within the CG 3K-4, and the reasons for the selection of the proposed methods rather than the alternative proposals is given in Appendix C.

General method

The method is described in the following pseudo-code (where RV is a ‘random variable’, CDF the ‘cumulative distribution function’, and α is a constant, discussed below):
1  FOR trial = 0…number_of_trials
2  {

3 
set power sum for this trial, Ptrial, to zero

4
get initial RV,µ1, from uniform distribution in range 0-1

5
FOR tx = 1…number_of_tx
6
{

7

get RV, ν, from uniform distribution in range 0-1)

8

derive new RV,  
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get received power, Pn, from transmitter tx at %-time = µ2*100

10

add Pn to power sum, Ptrial
11
}

12
Add Ptrial to result_array
13 }

14  Make CDF of result_array
15  Find 0.01 probability point on CDF (corresponds to 1% aggregate power)

The constant α determines the degree of ‘correlation’ between loss values on the different paths . On the basis of the limited empirical data available  a value of 1.0 should be used.

Careful attention must be paid to the choice of number_of_trials. As is the case for the location probability modelling described in Document 6A/73, Annex 9, Appendix 2, the number of trials must be sufficient to give a confidence interval appropriate for the scenario under investigation.
Note that although the pseudo-code is couched in terms of received power the results may need to be expressed as an aggregate field strength for use in the WP 6A simulations.  

Propagation model

In line 9 of the pseudo-code, the received power from a single transmitter is calculated, and this calculation will need to take into account transmitter EIRP, transmitter and receiver antenna directivity, receive antenna gain and the basic transmission loss.

The latter can be determined using any appropriate propagation model that takes percentage time as an input parameter.

Unfortunately the majority of ITU-R models (e.g. Recommendation ITU-R P.1546) are not directly suitable for use in Monte Carlo simulation of temporal behaviour, as they are only defined for use over a limited temporal range (e.g. 1% - 50% for Recommendation ITU-R P.1546). The only exception is Recommendation ITU-R P.2001, which is designed for use in precisely the type of simulation discussed here.

Should it be required to use Recommendation ITU-R P.1546 to perform these simulations, the following changes will be required:

•
For any time greater than 50%, the model should return the loss value for 50.0%.

•
The model should be allowed to return loss values for arbitrarily small percentage times by allowing the existing log-normal interpolation function to extrapolate below 1%. The only change required to Recommendation ITU-R P.1546 should be the removal of the 1% limit.

It should be emphasised that the values returned by the model at >50% and <1% are not valid in themselves; these modifications are simply required to allow the use of Recommendation ITU-R P.1546 in a Monte Carlo framework and any errors introduced in the estimation of aggregate power between 1% and 50% time are expected to be insignificant.

Computational issues

The implementation indicated above is only the most simple, and several tactics to make the code faster could be implemented. 

For example, most computation time will be expended in line 9, the call to the propagation model. As the (number_of_tx) transmission paths do not change in the course of the computation, it would be worthwhile pre-computing the distribution of path loss with time for each path, and storing this as a look-up table or polynomial fit.

It may be possible to combine the modelling of temporal variability with that of location variability in a computationally-efficient manner; this issue has not been studied by the correspondence group, but may form the basis of further work.

Simple method

In this approach, the calculation of aggregate power is made, as presently proposed in Doc. 6A/73, Annex 9, Appendix 2 by simply taking the power sum of the individual interferers (i.e. assuming full correlation between paths).

However, although the aggregate power exceeded at 1% time is to be calculated, the individual path loss calculations are made at a ‘corrected time’ which reflects the de-correlation between interference paths.

Based on the limited empirical data available (see Appendix C), a ‘corrected time’ of 1.75 % should be used to give an estimate of aggregate power at 1.0 % time. 

The procedure of the simple method is sketched below.

Figure 2.1

The ‘simple method’
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Comparison of methods

Simulations using the ‘general’ model have been made for three simple cases, as set out in Table 2.1.

Table 2.1

Test scenarios
	Name
	Number of tx
	Path lengths
	Effective tx heights

	‘longer paths’
	42
	50 km – 134 km
	30 m (fixed)

	‘shorter paths’
	100
	20 km – 70 km
	10 m – 60 m

	‘large spread’
	200
	100 km – 300 km
	50 m – 450 m


In all cases the frequency assumed was 500 MHz and the receive height 3m. 

The overall results for the three cases are shown in Figures 2.2 – 2.4 below. The dependence of the aggregate field on the assumed value of α (i.e. the degree of mutual correlation between paths) is clearly seen.

Figure 2.2
‘Longer paths’ case
[image: image4.emf]
Figure 2.3

‘Shorter paths’ case
[image: image5.emf]
Figure 2.4

‘Large spread’ case
[image: image6.emf]
In the following figures, details of the above plots are reproduced, with additional data points representing the simple aggregate power sum from all transmitters, taken at fixed percentage-times (i.e. the fully-correlated assumption).
Figure 2.5

‘Longer paths’ case (detail)
[image: image7.emf]
Figure 2.6

‘Shorter paths’ case (detail)
[image: image8.emf]
Figure 2.7

‘Large spread’ case (detail)

[image: image9.emf]
As would be expected, the new points are very close to the trace representing the highest value
 of α.
Table 2.2

‘General method’ results

	Scenario
	Aggregate 
(full correlation)
	Aggregate 
(General method,α=1.0)
	Δwrt full correlation

	‘Longer paths’
	28.0dBµV/m
	27.0dBµV/m
	-1.1 dB

	‘Shorter paths’
	42.5dBµV/m
	41.4dBµV/m
	-1.1 dB

	‘Large spread’
	27.6dBµV/m
	26.4dBµV/m
	-1.3 dB


Table 2.3

‘Simple method’ results

	Scenario
	Aggregate 
(full correlation)
	Aggregate
(‘simple’ at 1.75%)
	Δwrt full correlation

	‘Longer paths’
	28.0 dBµV/m
	27.0dBµV/m
	-1.0dB

	‘Shorter paths’
	42.5dBµV/m
	41.5dBµV/m
	-1.0 dB

	‘Large spread’
	27.6dBµV/m
	26.2dBµV/m
	-1.4 dB


If the ‘general method’ is used with α=1.0 (green trace), the ‘simple method’ gives the same field strength for a ‘corrected time’ of around 1.75%. This value is also supported by a contribution to CG 3K-4
 - see Appendix B, below.

Table 2.4

Comparison of methods (corrected time=1.75%)

	Scenario
	General method, α=1.0
	‘simple method’ corrected time = 1.75%
	Δ (‘simple’ wrt ‘general’)

	‘Longer paths’
	27.0dBµV/m
	27.0dBµV/m
	+0.0 dB

	‘Shorter paths’
	41.4dBµV/m
	41.5dBµV/m
	+0.1 dB

	‘Large spread’
	26.4dBµV/m
	26.2dBµV/m
	-0.2 dB


appendiX A

Basis of the ‘General’ method

This mathematically-rigorous method was proposed within Study Group 3 some time ago, although in a somewhat different context (“Investigation of a new fixed-link planning method based on joint signal-level probability distributions”, Document 3M/159, 20 September 2006). 

The problem is to estimate a joint probability distribution from two (or more) marginal CDFs given by a particular propagation model.

This linkage can be made by using the family of ‘copula’ functions, and a suitable candidate function has been found, empirically, to be the ‘Clayton’ copula. Further empirical comparison with data from a long-term measurement campaign in the UK has given a simple expression for correlation between paths of different lengths and relative azimuth, and hence for the ‘Clayton parameter’, α.

A submission to CG 3K-43 used copula functions within a Monte Carlo simulator to explore the impact of different assumptions about correlation on predictions of aggregate interference. 

Figure A1 reproduces these results for aggregation over 42 paths, with each trace representing a different assumed correlation from zero to unity. It is seen that all correlation assumptions give the same aggregated power sum for a time percentage of ~2%, and consequently the spread of values at 1% is only ~3dB. The paper suggested that as this variation is small compared with the other variables in the problem it might be possible to ignore it and use the simple "power sum" assumption instead
. 

Figure A1
Equivalent path loss for DTT interference from 42 paths
[image: image10.emf]
Although this contribution was making use of the method to illustrate a general point, it would seem entirely reasonable to propose that such a linkage of marginal CDFs by copulas might be used in the operational system-sharing models being developed by other ITU-R groups. As these are already intending to incorporate Monte Carlo modelling for the treatment of location variability, the additional computational overhead need not be great.

Another contribution3 to CG 3K-4 describes how the method may be implemented, and this is briefly summarised below.

A.1
Implementation

For the case of interference aggregation from N sources, we are concerned, in principle, with an N‑dimensional CDF rather than the 2-dimensional cases for which the method was originally developed (fading on a wanted link versus  enhancements from a single interfering source). This is practically intractable, and attention has been focussed on a simplified case where one path is chosen as the ‘reference’ and only the N Correlations between this and the other paths are determined.

The figure below sketches the method by which a copula function may be used to derive a random variable µ2, having a specified correlation to a uniform random variable, µ1.

Figure A2
Generation of aggregate power statistics (2-path case)
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Two uniform, independent variables of random numbers (µ1 and ν) are generated. One of these variables is used directly to sample the propagation model for one path. The other is used to generate a second random variable, conditional on the value of the first and on the required correlation between the two.

Figure A3
µ1 versus µ2 for correlation 0.2 (LHS) and 0.99 (RHS)

[image: image12.emf]       


If the propagation models are now sampled using the two related random variables, the aggregate received power can be determined at each trial, and a ‘CDF of the sums’ developed. Figure A4 shows the output of the model for a simple case, using the same arbitrary, but plausible, propagation model
 for each path.  
Figure A4
Aggregate power for ‘correlation’ = 0.20 (LHS) and 0.99 (RHS)

[image: image13.emf]   


The two-path case of the figures above can readily be extended for an arbitrary number of paths by using the copula to generate the required number of random variables on a pairwise basis with respect to a ‘reference’ uniform random variable.

Although the presentation in the form of a block diagram may seem slightly intimidating, the changes required to an existing Monte Carlo model, such as that of WP 6A, are rather minor. A mechanism for generating high-quality random numbers will already be present, and the copula function itself is computationally trivial.

The need to sample the pathloss CDFs adequately (perhaps by 1000 trials for results relating to a 1%-time criterion) is the main overhead, but it is noted in a contribution3 to CG 3K-4 that this need not be done at each iteration; rather the loss CDF for a path can be pre-determined, and captured as a polynomial fit.  

A.2
Choice of parameter

Of more concern is the choice of an appropriate ‘copula parameter’, α. The document notes that there is a simple relationship between this and correlation, ρ:

[image: image14.png]



but in the structure of Figure A2 this relates to the correlation between the variables representing probability (percentage time) rather than path loss. In practice, it will be the correlation in path loss that may be known from experiment, but this has a non-linear relationship (via the propagation model) with probability. 

A contribution3 to CG 3K-4 proposes that it is preferable to use the copula parameter directly, without attempting to relate this to formally-defined correlation in either probability or path-loss spaces. An empirical expression has been derived which links α with path characteristics that should, intuitively, affect the degree of ‘correlation’; angular separation, difference in path length and difference in transmit height.

This expression was derived by seeking the value of copula parameter giving the lowest RMS error between the predicted and measured joint statistics. The caveat is that the data used to obtain the fit was gathered from 12 trans-horizon land paths in eastern England operating at 1.4 GHz and 7.5 GHz – sea paths in particular may exhibit different behaviour.

Although the linkage between mutual path geometry and α is both intuitive and empirically-supported, it is not straightforward to apply in the multiple interferer case. Furthermore, given the relatively small impact of taking signal de-correlation into account in the first place, such refinements are unlikely to be justified by any significant increase in overall simulation accuracy.  

It is therefore proposed that, for the purposes of modelling and simulation within WP 6A, a fixed value of α be used in all cases.

aPPendiX B

Basis of the ‘Simple’ method
The idea of allowing for the less-than-complete correlation of interfering signals by taking the power sum of signals predicted at an ‘adjusted’ or ‘corrected’ time was proposed to the CG 3K-43. 

In this document, the required correction for different scenarios was tabulated on the basis of simulations; these were made using the simplifying assumption that interference from multiple sources is wholly uncorrelated at <10% time (and fully-correlated at ≥10% time). Values of between 2% and 3% were suggested, for situations where the 1%-time value is required. 

It was also suggested that the correction could be made on a path-by-path basis (as a function of the number of interferers and of path-length, and hence temporal variability). A table given ‘corrected time’ values was given and is reproduced below.

Table B1

’Corrected-time’ values (reproduced from Table 8 of CG Document A22)

	Number of interfering fields
	Maximum propagation path length: D (for heff = 37.5 m)

	
	D < 5 km ((t< 1 dB)
	D < 17 km  ((t< 3 dB)
	D > 17 km ((t> 3 dB)

	2
	1.5%
	1.4%
	1.2%

	5
	2.1%
	2.0%
	1.5%

	10
	2.6%
	2.2%
	1.8%

	20
	2.9%
	2.5%
	2.1%

	50
	3.2%
	2.8%
	2.3%

	100
	3.4%
	3.0%
	2.5%

	500
	3.7%
	3.2%
	2.8%

	1000
	3.7%
	3.3%
	2.9%


The dependence of the required ‘corrected time’ on simulation parameters was further explored in a contribution to CG 3K-43, which also made use of extensive Monte Carlo simulations
.

Figure B1

Average dependence of ‘corrected time’ on path length (reproduced from CG 3K-4 contribution)
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It appears from Figure B1 that formulating the ‘corrected time’ as a function of the shortest simulation path length would probably not be justified by any increase in accuracy.

The ‘simple method’ proposed in this document therefore applies a single ‘corrected time’ in all circumstances. The comparisons presented above (Table B1) suggest that this is an appropriate simplification.

The ‘corrected time’ value proposed, 1.75 %, has been determined by comparison with the ‘general method’ and the limited data available from the Ofcom long-term measurement campaign referenced above. It is expected that work to refine both this value and that of the copula parameter will continue within WP 3K; new data from the Netherlands, relating to sea-paths and mixed paths, is expected to be valuable in this regard.

aPPendiX C

Summary of work within CG 3K-4

Initial discussions within the group focussed on the empirical basis of models such as Recommendation ITU-R P.1546, the temporal and spatial characteristics of ducting and the evidence concerning correlation of fading and enhancements on different paths.

It was agreed that the empirical evidence for joint-path statistics is very limited, with only three directly-relevant sets of measurements having been identified:

· A very comprehensive set of measurements on seven land-paths in Eastern England at 1.4 GHz (and higher frequencies). This campaign by Ofcom was explicitly intended to gather data on joint path statistics and is referred to as the LTMC (long-term measurement campaign).

· A set of measurement made of aggregate (single frequency network) and individual field strengths arriving at two coastal locations in the UK from France and the Netherlands. These measurements were not intended to gather joint statistics and can offer only anecdotal information on this.

· Measurements made of mixed land-sea paths from TV transmitters in the Netherlands, recorded at three sites in the Netherlands and UK for more than a year. Although not intended to gather joint statistics, it has been found possible to re-examine the records to derive information of the correlation of signals from different sites. There is some suggestion that a greater degree of correlation may be present on sea paths than on comparable land path, although formal analysis of the data has not yet been possible.

Examining the records from these campaigns showed that there was generally a very strong correlation between incidences of ducting on different paths across quite a wide area. This reflects the underlying meteorological causes of such ducting. What was also clear, however, was that the rapid fading of ducted signals was significantly less closely correlated. 

This is seen in Figure C.1 below, which shows the signals received over a period of 16 days at a coastal location in the UK from transmitters in the Netherlands (green trace) and Belgium (red trace). Although ducting on both paths is established at exactly the same time (mid-way through day 487), the fine detail of the fading within the duct is less strongly correlated. 

Figure C.1

North sea ducting event with 1% field levels indicated
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This observation formed the basis for modelling by several members of the CG in which the following simplifying assumptions were made:

· Pathloss temporal variation is fully correlated at ≤10% time.

· Pathloss temporal variation is un-correlated at >10% time.

Using this approximation to represent ‘real’ signal behaviour, Monte Carlo simulations were then carried out to examine the relative accuracy of different modelling options; these included the use of corrections in time or amplitude which might be functions of path length and the number of interferers involved in the simulations. One proposal applied a correction in amplitude that was based on the ratio of the highest individual interferer power to the aggregate power sum of all interferers. An issue with the corrections in amplitude was the need to ensure appropriate behaviour as the interference path length tends to arbitrarily small values.

A rather different approach, based on a rigorous mathematical analysis and simplified for the present case was also proposed. This method, using so-called copula functions had been validated using data from the LTMC measurements described above.

In the course of the many simulations undertaken, and the analysis of the limited measurement data available, it was clear that the effect to be modelled is rather small in the context of the other uncertainties that are inevitable in sharing studies. In most cases the correction required at 1% to allow for less than full correlation of interference is less than 2 dB. 

The options available to the group therefore ranged from very simple empirical corrections, through a number of proposals that made the necessary correction a function  (tabulated or continuous) of various path or simulation parameters, to the potentially rigorous (though simplified for the present application) approach using Copulas. 

As the copula method appears to be robust (i.e. the results behave ‘sensibly’ for all simulation scenarios, path lengths, etc.), is rigorously founded and based on empirical data, it was preferred by some members of the group.

On the other hand, the copula method requires significant computation and, given the relatively small nature of the correction required, may not always be justified. The very simple approach of correction based on a percentage-time offset was therefore also considered.

Other methods that had been proposed offered neither the extreme simplicity of the ‘time-offset’ approach, nor the empirical
 and formal validity of the ‘copula’ approach.

Towards the end of the work of the Correspondence Group, the a number of computational issues were raised, the most significant of these relating to the number of iterations required to achieve convergence of results in a Monte Carlo model (whether for location or temporal variability, or both). This is a topic that clearly merits further study, but in the interests of producing timely advice to WP 6A, the CG 3K-4 has not delayed reporting to investigate this issue. The group can only stress that care must be taken to ensure that any results generated by such models should be carefully checked to ensure that the confidence intervals are appropriate to the task in hand. 

______________

� 	Also see Report ITU-R BT.2265 (11/2012).


�	This value corresponds to a ‘correlation’ of 0.9.


� 	The contributions to CG 3K-4 are available at: � HYPERLINK "https://extranet.itu.int/rsg-meetings/sg3/wp3k/cg3k4/default.aspx" �https://extranet.itu.int/rsg-meetings/sg3/wp3k/cg3k4/default.aspx�.


�	Although the CG 3K-4 felt that the variation could not be ignored, the modest size of the effect relative to the overall uncertainty budget in interference predictions should be borne in mind.


�	A simple linear spline fit to ten points on the field strength/%-time CDF.


�	Making the same ‘uncorrelated at <10% time’ assumption as in the contribution document.


� 	It must again be emphasised that there is very little empirical data available regarding joint path statistics, and consequently all methods and associated parameters are tentative.
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