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[bookmark: _Ref129681832]It has been agreed at RAN1 96 [1] that:
Agreement
Extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 
Agreement

On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline 
Agreement
On SD and FD basis selection for RI{3,4}
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI{1,2,3,4}, layer-common 
· Alt2 RI-common for RI{1,2,3,4}, layer-/layer-group-specific
· Alt3 RI-common for RI{3,4}, layer-common 
· Alt4 RI-common for RI{3,4}, layer-/layer-group-specific
· Alt5 RI-specific for RI{3,4}, layer-common
· Alt6 RI-specific for RI{3,4}, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered
Agreement
On the max # NZ coefficients for RI{3,4}, down select from the following alternatives (no other alternatives will be considered)
· Alt0. For RI{1,2,3,4}, there is only one β value 
· Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
· Alt2. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2}
· Alt3. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2}) where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2 
· Alt4. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2} where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2
· Note: For RI{1,2}, there is only one K0 value (=max # NZ coefficients per layer)
Agreement
Decide in RAN1#96bis whether to support L=6 (in addition to L=2 and 4) taking into account RI{3,4} and/or 32 ports
· Also consider possible restriction(s) on the use case for supporting the additional value(s) of L
In this contribution, some additional evaluation results are provided as the supplement of the main contribution for rank 3/4 codebook design [2].
Codebook design for rank 3-4
Comparison of parameter reduction
Several schemes with parameter reduction across ranks/layers have been compared in the main contribution [2]. In this section, the evaluation of another predefined relationship is shown. 
Our general consideration is to assume the number of quantized coefficients reported for rank 3 and 4 to be similar with that of rank 2. However, it is allowed that the overhead of rank 3 and 4 is more than that of rank 2. In each table of this section, the parameter of layer 0 and layer 1 for RI=3 or 4 are the same as that for RI=1 or 2, which means the overhead for rank 3 is always more than that of rank 2.
· Alt-L-1: reduce the value of L, common p and beta, common SD basis for all layers
The detailed parameters of Alt-L-1 for each RI and layer are as follows.
	Alt-L-1/2
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI=1
	L
	
	
	

	RI=2
	L
	L
	
	

	RI=3
	L
	L
	L/2
	

	RI=4
	L
	L
	L/2
	L/2


· Alt-L-2: reduce the value of L, common p and beta, common SD basis for each layer group (two layer groups with layers {0,1} and {2,3})
The detailed parameters for Alt-L-2 is the same as Alt-L-1.
· Alt-p: reduce the value of p, common L and beta, common SD basis for all layers
The detailed parameters of Alt-p for each RI and layer are as follows.
	Alt-p
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI=1
	p
	
	
	

	RI=2
	p
	p
	
	

	RI=3
	p
	p
	p/2
	

	RI=4
	p
	p
	p/2
	p/2


The performance and overhead trade-offs of the above schemes are shown in Fig. 1 and Fig. 2 for L=4 and L=6, respectively. The X-label is the maximum overhead, i.e., the overhead for rank 4. A similar observation can be made from the evaluations. Alt-p has better performance-overhead trade-off over Alt-L-1 and Alt-L-2. It can be observed that the gap between Alt-p, Alt-L-1 and Alt-L-2 is much smaller due to extra SD basis.
Observation 1: Reducing p has the best performance-overhead trade-off. Reducing L leads to a significant performance loss except for L=6.
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Figure 1. Comparison of different parameter reduction schemes (L=4).
[image: ]
Figure 2. Comparison of different parameter reduction schemes (L=6).
Different predefined relationship across rank/layers
It has been shown in the section 3.1 of main contribution [2] that reducing the value of p has a better performance-overhead trade-off. However, different pre-defined relationships may also provide different trade-offs. In this section, sub-alternatives of Alt-p with different predefined relationships are compared. For Alt-p, only the value of p is reduced, L and beta are common across RIs and layers, with common SD basis for all layers.
The following sub-alternatives are considered. Alt-p-1 is the predefined relationship in [2] and Alt-p-2 is the predefined relationship in section 3.1. The difference between these two alternatives is that the overhead of rank 3 and 4 for Alt-p-1 are always similar with that of rank 2, while the overhead of rank 3 and 4 for Alt-p-2 have a moderate increasing over that of rank 2.
The evaluation results are shown in Fig. 3 and Fig. 4. It can be seen that Alt-p-1 has a better performance-overhead trade-off over Alt-p-2, which means more overhead used in Alt-p-2 only provides 1-2% performance gain. Considering the size of pre-allocated uplink resource, it seems that keep the overhead of rank 3 and 4 similar with that of rank 2 is an efficient choice.
· Alt-p-1
	Alt-p-1
	Layer 0
	Layer 1
	Layer 2
	Layer 3
	Total

	RI=1
	p
	
	
	
	p

	RI=2
	p
	p
	
	
	2p

	RI=3
	p
	p/2
	p/2
	
	2p

	RI=4
	p/2
	p/2
	p/2
	p/2
	2p


· Alt-p-2
	Alt-p-2
	Layer 0
	Layer 1
	Layer 2
	Layer 3
	Total

	RI=1
	p
	
	
	
	p

	RI=2
	p
	p
	
	
	2p

	RI=3
	p
	p
	p/2
	
	2.5p

	RI=4
	p
	p
	p/2
	p/2
	3p
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Figure 3. Comparison of different predefined relationship for Alt-p (L=4).
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Figure 4. Comparison of different predefined relationship for Alt-p (L=6).

Polarization based design
To further improve the performance, the 2 dimensional non-uniform quantization for rank 3/4 is proposed in our main contribution. Under the constraints of overhead, more FD basis can be configured for the strong polarizations and strong layers, so that more overhead is utilized in the polarizations and layers that play an important role to performance. More specifically, the configuration of FD basis parameters for rank 3/4 can be shown in Table I. The number of FD basis vector is  and , where r = {3,4} is RI value, l = {0,1} is index of layer group, b is index of polarization. , is derived from  in such way that . For example, when rank=3, Layer 1-2 are the first layer group, Layer 3 is the second layer group. The number of FD basis can be configured as , , =6, =3.
Table I. The scheme with 2 dimensional non-uniform quantization
	RI
	Layer
	number of SD basis
	number of FD basis

	1
	0
	L
	p

	2
	0
	
	

	
	1
	
	

	3
	0
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	1
	
	

	
	2
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=

	4
	0
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	1
	
	

	
	2
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	3
	
	


To verified the benefit of the polarization based scheme, simulation are performed with BW=10MHz, subband size=4 RBs, R=1 and L=2. For rank=3, Layer 1-2 are the first layer group, Layer 3 is the second layer group. For rank=4, Layer 1-2 are the first layer group, Layer 3-4 are the second layer group. The value of  is selected as 
· For rank=3, , , =, =.
· For rank=4, , , =3, =.
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Figure 5. Comparison of different schemes for rank 3/4, L=4, p={0.5, 0.25}, beta=0.5
Simulation results are shown in Figure 5, it can be observed that the polarization based scheme has the best performance v.s. overhead trade-off with respect to Alt-p and Alt-beta. For the small value of p, the performance gain is much obvious, which is up to 2% compared to Alt-p. The reason for it is that reported coefficients may not be evenly distributed in two polarizations when L, p and beta are small. As a result, more coefficients are allocated in the strong polarization and the strength difference between two polarizations is much larger.
Observation 2: The polarization based scheme with 2 dimensional non-uniform quantization can achieve the best performance v.s. overhead tradeoff, especially for small value of L, p and beta.
For the polarization based scheme, configuration of FD basis parameters for rank 3/4 has a more refined manner compared to Alt-p. To further simplify the configuration, it can also be implemented by the predefined relationship just like Alt-p. For example, the following relationships can be considered.
	
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	
	Strong pol.
	weak pol.
	Strong pol.
	weak pol.
	Strong pol.
	weak pol.
	Strong pol.
	weak pol.

	RI=1
	p
	
	
	
	
	
	

	RI=2
	p
	p
	
	
	
	

	RI=3
	p
	p/2
	5p/6
	5p/12
	5p/6
	5p/12
	
	

	RI=4
	2p/3
	p/3
	2p/3
	p/3
	3p/4
	p/4
	3p/4
	p/4



L=6 for rank 3-4
In this section, the performance of Alt-p with L=4 and L=6 for rank 3-4 is evaluated, which is shown in Fig. 6. For rank 3 and 4, the orthogonality across different layers is more important compared with rank 1 and 2. More SD basis can provide better orthogonality across layers, therefore L=6 is expected to have better performance.
It can be observed from Fig. 10 that Alt-p with (L, p)=(6, 0.25) has similar performance compared with (L, p)=(4, 0.5) with around 20% overhead saving. Alt-p with (L, p, β)=(6, 0.5, 0.5) has 3-4% performance gain over (L, p, β)=(4, 0.5, 0.75), with only around 5% more overhead. It means L=6 is more efficient and has better performance-overhead trade-off.
The performance of Alt-L-2 with L=4 and L=6 is also compared, shown in Fig. 7. For Alt-L-2 in which the parameter L is reduced, L=6 has a more significant gain. Alt-L-2 with (L, p)=(6, 0.25) has around 5-6% performance gain over (L, p)=(4, 0.5) for similar overhead. Alt-L-2 with (L, p, β)=(6, 0.5, 0.5) has 6-7% performance gain over (L, p, β)=(4, 0.5, 0.75), with only around 5% more overhead.
Observation 3: For rank 3-4 and codebook design with parameter p reduced, L=6 has 3-4% performance gain over L=4, with 5% more overhead.
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Figure 6. The performance-overhead curves for L=4 and L=6 of Alt-p.
[image: ]
Figure 7. The performance-overhead curves for L=4 and L=6 of Alt-L-2.
Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]The contribution discusses the codebook design or enhancement for Rel-16, based on which the following observations and proposals are made.
Observation 1: Reducing p has the best performance-overhead trade-off. Reducing L leads to a significant performance loss except for L=6.
Observation 2: The polarization based scheme with 2 dimensional non-uniform quantization can achieve the best performance v.s. overhead tradeoff, especially for small value of L, p and beta.
Observation 3: For rank 3-4 and codebook design with parameter p reduced, L=6 has 3-4% performance gain over L=4, with 5% more overhead.
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Appendix I
	Parameters
	Dense Urban (Macro layer only)

	Duplex mode
	FDD

	Carrier frequency
	4GHz

	Subcarrier spacing
	15kHz for 10MHz

	System bandwidth
	10MHz (13 subbands, 4 PRBs for each subband)

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Channel model
	SCM-3D-UMa

	Inter-BS distance
	200m

	Minimum distance
	35m

	BS antenna height
	25m

	BS Tx power
	41dBm

	BS antenna configuration
	 (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	UE antenna configuration
	(M, N, P, Mg, Ng, Mp, Np) = (1,1,2,1,1,1,1) / (1,2,2,1,1,1,2); 
the polarization angles are 0 and 90

	UE distribution
	80% indoor, 3km/h; 20% outdoor, 30km/h

	UE receiver
	MMSE-IRC

	MIMO scheme
	SU/MU-MIMO switch for overhead reduction;

	Scheduler
	PF

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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