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1 Introduction
In last RAN plenary meeting, new WID for IIoT [1] was approved with following contents related in RAN1.
	2.  The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

· Address UL data/control and control/control resource collision by:

· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].

· specifying prioritization and/or multiplexing behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].

3. The detailed objectives for NR TSC-related enhancements include:

· Specify accurate reference timing delivery from gNB to UE using broadcast and unicast RRC signalling (with EUTRA Rel-15 signalling solution as baseline) for synchronization requirements defined in TS 22.104) [RAN2].

· Specify enhancements to satisfy QoS for wireless Ethernet when using TSC traffic patterns, including 

· Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].

· Support for multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE. [RAN2, RAN1].

· Support for shorter SPS periodicities than the existing ones [RAN2, RAN1].

· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].

· Specify Ethernet header compression based on structure-aware algorithm [RAN2].
· Ethernet header compression solution for LTE to be specified once the design principle for NR is agreed. The impacted LTE specifications to be added latest at RAN#85.




This contribution discusses on following RAN1 issues related for IIoT. 
· Resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH
· Multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE
· Shorter SPS periodicities than the existing ones
· TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities
2 Discussion
1.1 Resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH 
In Rel-15, UE does not expect to transmit PUSCH on configured granted resource when gNB schedules dynamic granted PUSCH resource that is overlapped with the configured granted PUSCH resource at least in time domain. Main issue is that UE would not be transmitting URLLC data on configured granted resource even if gNB intends to allocate configured grant for URLLC PUSCH and dynamic grant for eMBB PUSCH to a UE supporting both eMBB and URLLC. For example, for periodic uplink URLLC traffic, it is better to provide configured grant PUSCH resource as it can reduce resources used for PDCCH transmission to schedule the PUSCH. 
From the configuration, UE would transmit URLLC packet on configured PUSCH resource periodically and then gNB may avoid resource conflict between dynamic grant and configured grant PUSCH by scheduling dynamic PUSCH resource not overlapping with configured PUSCH resource in time domain when the UE requests another PUSCH resources. However, another motivation to utilize configured granted PUSCH for URLLC might be latency reduction as configured granted PUSCH does not need additional procedures such as scheduling request and UL grant to transmit PUSCH. 
gNB does not expect when to receive URLLC packet from UE on configured granted resources and even if resource conflict between dynamic grant and configured grant happens, UE will transmit data in resource scheduled by dynamic grant if there is no traffic arrival to transmit configured grant PUSCH. Accordingly, it should be resolved that resource conflict between dynamic grant PUSCH and configured grant PUSCH in time domain when UE also generates and prepares to transmit packet on the configured granted PUSCH resources. There are three scenarios taking into the issue account. 
· Scenario 1: Only MAC layer 
MAC layer solves conflict issue between them without PHY’s assistance. That is, MAC selects one of MAC PDUs to be delivered to PHY when the conflict happens. In that case, PHY just transmits MAC PDU on corresponding PUSCH resources (e.g., configured grant or dynamic grant). Since PHY may know that dynamic granted PUSCH resource is already collided with configured granted PUSCH resource, it may need additional UE behaviour, for example, dynamic granted PUSCH transmission may be cancelled if there is no UL-SCH or packet to transmit on the PUSCH.
· Scenario 2: Only PHY layer
PHY layer only solves conflict issue and MAC layer always sends both MAC PDUs to PHY without any selection mechanism. In this case, PHY can select based on following two methods. First method is that configured grant and dynamic grant have indication related to traffic type or priority level, for example, under the assumption that priority level goes higher as larger value, if configured grant has priority level of 2 and dynamic grant has priority level of 1, PHY select configured grant and transmit corresponding packet on the configured granted resource. Second method is that PHY know the information regarding that a configured grant can override dynamic grant without priority level information when UE is configured by higher layers. That is, one additional element (e.g., overriding dynamic grant) is needed when it configures configured grant PUSCH. For example, if overriding dynamic grant indicates “yes” in RRC configuration, PHY will select configured grant PUSCH, otherwise, PHY will select dynamic grant PUSCH when conflict happens. 
· Scenario 3: MAC and PHY layer
This scenario may be combination of scenario 1 and scenario 2. Depending on UE implementation (or capability), some UE will select one of them in MAC layer and the other UEs will select one of them in PHY layer. Besides, there might be large conflicts happening (e.g., 10 configured grants and dynamics grants are overlapping in time domain). In this case, MAC layer will choose some of them and PHY layer will select final one of remaining ones. 
Actually, this issue is not only intended to RAN1 or RAN2 to be resolved. Above scenarios should be considered to discuss and scenario 3 would be baseline if only one layer cannot handle this solution.
Observation 1: Regarding resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH, MAC, PHY and PHY/MAC approaches should be considered to solve the issue.
1.2 Multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE 

There was a discussion on the need on supporting multiple DL SPS configuration in RAN2. Main motivation is to reduce PDCCH resource if there are many traffic types supported by a UE. Given that a UE only receives one unicast PDSCH simultaneously, it does not need to have multiple DL SPS configuration with following reasons. 
-
DL SPS does not have a benefit of latency reduction since gNB sends data quickly by dynamic scheduling. 

-
Since UE receives at most one unicast PDCSH at one time, multiple flows could be multiplexed by one transport block, i.e. MAC PDU. So, the PDCCH overhead is not a real problem.

-
If gNB wants to serve multiple TSC flows by DL SPS, the periodicity of a DL SPS can be set the greatest common divisor of all different TSN flows. 

Accordingly, multiple DL SPS configurations should be carefully studied more on the necessity before it specifies details.

Proposal 1: It needs to further study the necessity of multiple DL SPS configurations.

1.3 Shorter SPS periodicities than the existing ones 

For downlink SPS, the minimum periodicity in Rel-15 is 10ms whereas the periodicity of UL configured grant is 2 symbol. If gNB wants to use it for URLLC data having periodicity shorter than 10ms (e.g., for factory automation requiring shorter periodicities), it should support shorter SPS periodicity. So, it can support the same/similar values with uplink configured grant for flexible gNB implementation.

Proposal 2: Symbol-level periodicities should be supported for DL SPS, e.g. 2 symbol, 7 symbol, 1 slot.
     In Rel-15, UE determines the PUCCH resource for each SPS PDSCH according to the slot-level HARQ-ACK timing indicated by activation DCI and configured PUCCH resource n1PUCCH-AN (if UE transmits HARQ-ACK only to a SPS PDSCH reception) or PUCCH resource indicated by PRI in DCI for DL assignment (if UE transmits HARQ-ACK for both SPS PDSCH and scheduled PDSCH).  Apparently, one PUCCH only includes HARQ-ACK of one SPS PDSCH of a serving cell. 
With the extension of SPS PDSCH with symbol-level periodicity, whether one PUCCH includes HARQ-ACK of one or multiple SPS PDSCHs needs consideration. On one hand, the latency is minimized if HARQ-ACK of each DL SPS PDSCH is transmitted in separate PUCCH as shown in Figure 1(a). UL spectral efficiency materially degrades with such large PUCCH overhead. There will be frequent PUCCH and PUSCH collisions (if simultaneous PUSCH and PUCCH transmissions from a UE is not supported as in Rel-15), e.g., each PUCCH will collide with any PUSCH transmission in the extreme case of 7 PUCCHs per slot occupying the whole slot. The overlapped PUCCHs and PUSCH may not meet Rel-15 timeline conditions that require the latency between last PDSCH and first symbol S0 of the earliest PUCCH or PUSCH is no smaller than minimum PDSCH processing time and PUSCH processing time, leading to undesirable drop of either PUSCH or PUCCH with HARQ-ACK.  If the simultaneous PUSCH and PUCCH transmission from a UE is supported, UE procedure for reporting multiple UCI types would be complicated.  On the other hand, aggregating HARQ-ACK of multiple SPS PDSCHs reduces PUCCH overhead with increased latency, as shown in Figure 1(b). The collisions between PUCCH/PUCCH and PUCCH/PUSCH discussed above are more controllable, and minor modification of Rel-15 mechanism is expected. 
For both alternatives, new mechanism for PUCCH resource allocation is needed to indicate which SPS PDSCHs’ HARQ-ACK is within one PUCCH. For example, assuming HARQ-ACK timing K1= 0 slot, PUCCH starting symbol is #10 symbol and duration is 2 symbols in Figure 1, if UE derives PUCCH resource for SPS PDSCH following Rel-15 HARQ-ACK procedure, HARQ-ACK of all PDSCHs with ending symbol in the same DL slot (SPS PDSCH 1~7) would be associated with the same PUCCH resource (PUCCH1).  Obviously, it is infeasible to transmit all these HARQ-ACKs with valid HARQ-ACK value due to PDSCH processing time.
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Figure 1 (a)
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Figure 1 (b)

Proposal 3: The mechahism to support HARQ-ACK feedback for SPS PDSCH with symbol-level periodicity should be studied, considering at least the following aspects,

· HARQ-ACK feedback delay 

· PUCCH resource overhead 

· Collision between PUCCH/PUCCH and PUCCH/PUSCH
· Enhanced PUCCH resource allocation mechanism
1.4 TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities
In some cases, each TSC traffic has different periodicities that may not fit into one of periodicities supported by configured grant or SPS. However, it does not mean that that’s why it supports non-integer multiple of periodicities NR supports for Configured grant and SPS. Instead, it can add more periodicities in related RRC parameters because it is just granularity issue. For traffic period having non-integer symbol, it should be resolved by using higher subcarrier spacing to reduce symbol length to cover the period. 
Proposal 4: There is no need to specify non-integer periodicities. If it’s issue, it should add more periodicities in RRC parameters.
3 Conclusions
This contribution discussed IIoT related RAN1 issues including PUSCH resource conflict between dynamic grant and configured grant, multiple DL SPS configuration, shorter periodicity of DL SPS and non-integer multiple of SPS/CG supporting periodicities. Followings are observed and proposed in this contribution. 
Observation 1: Regarding resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH, MAC, PHY and PHY/MAC approaches should be considered to solve the issue.
Proposal 1: It needs to further study the necessity of multiple DL SPS configurations.

Proposal 2: Symbol-level periodicities should be supported for DL SPS, e.g. 2 symbol, 7 symbol, 1 slot.
Proposal 3: The mechahism to support HARQ-ACK feedback for SPS PDSCH with symbol-level periodicity should be studied, considering at least the following aspects,

· HARQ-ACK feedback delay 

· PUCCH resource overhead 

· Collision between PUCCH/PUCCH and PUCCH/PUSCH 
· Enhanced PUCCH resource allocation mechanism
Proposal 4: There is no need to specify non-integer periodicities. If it’s issue, it should add more periodicities in RRC parameters.
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