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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
Several alternatives on SD and FD basis selection for RI>2 were agreed in RAN1#96 and further details on each alternatives were agreed in subsequent email discussion. In this contribution, we provide simulation results comparing different schemes.
Agreement
On SD and FD basis selection for RI
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI, layer-common 
· Alt2 RI-common for RI, layer-/layer-group-specific
· Alt3 RI-common for RI, layer-common 
· Alt4 RI-common for RI, layer-/layer-group-specific
· Alt5 RI-specific for RI, layer-common
· Alt6 RI-specific for RI, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered

2. Simulation results
In this section various aspects of type II CSI enhancements are evaluated against performance versus overhead, including FD basis subset selection schemes, SD basis selection, different combinations of SD and FD basis for rank>2 etc. In the following sub sections, we present evaluation results and corresponding observations.
2.1 FD Basis subset selection schemes
We evaluate two different DFT basis index selection schemes, namely optimum selection and pattern based selection method, and for pattern based selection method two variations are simulated. For 13 PMI subbands with M = 4, 1-bit selects either pattern {0, 10, 11, 12} or {0, 1, 11, 12}. And 2-bit selects one out of following four patterns {0, 1, 2, 12}, {0, 1, 11, 12}, {0, 10, 11, 12} and {9, 10, 11, 12}.
· Alt 1: UE selects M basis vectors out of N3 with optimum value;
· Alt 2: UE selects M basis vectors out of 1-bit pattern;
· Alt 3: UE selects M basis vectors out of 2-bit pattern;

Following assumptions on basic parameters are used in the simulation.
	Parameter
	Value 

	β for K0
	0.5

	M
	4

	L
	4

	R for CU
	1

	K0 subset selection
	Unrestricted subset selection

	 Quantization method
	Rel-15 3bit amplitude and 8psk co-phase




Figure 1: performance Vs overhead for basis selection scheme
Compared to Alt 1, figure 1 illlustrates that pattern-based scheme realizes less than 1 percentage performance loss with 8 or 9 bits overhead reduction, for layer independent basis subset selection the overhead saving of pattern based selection scheme is even more apparent than optimum selection method. 
Observation 1: For DFT basis subset selection,
· Pattern-based approach is a more appropriate choice than optimum selection scheme.
· 1-bit pattern-based scheme achieves similar performance compared with 2-bit pattern-based method for the current simulation setup.
2.2 High rank overview
In this section, we perform a study on the performace vs overhead of high rank extension for Rel-15 type II CSI codebook and DFT-based CSI compression. Perfromance of Rel-15 type II CSI with L = 4 and layers up to 2 is taken as baseline for comaprison. Besides, for layers up to 4, Rel-15 type II CSI is directly extended without compression for reference as well. In the following figure, we provide simulation results to demonstrate the performance gain by increasing maximum rank up to 4 with reasonable overhead. 
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Figure 2: performance Vs overhead for high rank extension
Figure 2 presents the MU-MIMO performance comparison between layers up to 2 and 4 per UE with REL-15 type II CSI and DFT-based CSI compression scheme. It is observed that maximum layers up to 4 achieves around 20% gain over layers up to 2 in both cases however the CSI overhead is significantly different. By comparing maximum layers up to 4 with L=4 and M = 4, and maximum layers up to 2 with reasonable overhead, i.e. Rel-15 type II CSI with L=4 and DFT-based CSI compression with L=4 and M=7, we observe approximately 23% and 26% mean UPT gain with similar total CSI overhead (~700 bits) respectively, which is in line with previous agreement.

2.3 SD basis selection
It has been agreed that SD basis selection is layer-common, i.e. selection of L 2D-DFT beams out of N1N2 SD DFT vector, for layers up to 2. The total overhead increases linearly with increasing value of L. Also, from previous evaluations it was observed that the number of L beams has significant role in multiple parameter combination with layer-common SD basis selection. Therefore, we evaluate layer-common and layer-specific SD basis selection schemes in this section. 

Figure 3: Percentage of total difference (SD beams) between layer-common and layer-specific SD basis selection
In the figure 3, the difference is caculated as the number of different SD beam index between layer-specific and layer-common divided by total number of selected SD basis beams. It can be observed that about 22% of the SD beams are different for L = {2,3,4} for RI = 2, while for RI = 3 and RI = 4 more than 42% beams are different. Although the difference in percentage for RI = 4 is slightly lower, which is about than 4% lower for L = 4 compared to L = 2. Hence, it can be observed that layer-common SD basis selection may cause significant performance loss for layers over 2.
In the following figures, we show the difference in SD basis per layer for a given L value. For example, in figure 4 a), the blue bar with layer index = 1 (first layer) shows that 35% of the time the selected 2 SD beams (L = 2) has 1 SD beam different between layer-common and layer specific selection schemes. Similarly, it is observed that both SD beams selected by layer-common and layer-specific selection schemes are different doesn’t happen.
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Figure 4: Percentage of number different SD beams between layer-common and layer-specific SD basis selection for rank 2
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Figure 5: Percentage of number of different SD beams between layer-common and layer-specific SD basis selection for rank 4
In figure 4, it is shown that there is only approximately 35% probability for 1 SD beam being different for given layer. In other words, layer-common selection scheme chooses at least 1 beam vector same as layer-specific scheme two third of the time in the case of rank = 2, while, in figure 5, it is observed more than 60% probability for at least 1 SD beam being different. Hence, from the layer perspective, layer common beam selection scheme may cause significant performance loss compared to layer-specific selection scheme.

Observation 2: For layer-specific and layer-common SD beam selection:
· RI = 2 only has approximatly 22% total difference for L = {2,3,4}, while it has more than 42% probabiliy of total difference for RI = 3 and RI = 4.
· Approximately 35% probability for 1 SD beam being different in each layer for RI = 2.
· More than 60% probability for at least 1 SD beam being different between layer specific and layer common selection for RI = 4.

Observation 3:
· From both total number of SD beam difference and per layer difference perspective, layer common beam selection scheme may lead to significant performance loss compared to layer-specific selection scheme.

Below, we provide further evidence with simulation results of average UPT vs overhead to illustrate advantage of layer-specific SD beam selection scheme. For simplicity, only average UPT gain is considered in comparison of layer-specific and layer-common selection schemes, and the CSI overhead exceeds 1000 bits in some parameter settings, which is not in line with previous agreement on comparable overhead.
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Figure 6: Performance Vs overhead for layer-specific scheme
From the view of total CSI overhead, we observe that layer-specific SD beam selection scheme provides significant gain, over 10%, at L = 2 with slight increase of overhead in figure 6. Additionally, we can observe that there is no big performance difference between L = 2 by applying layer-specific selection scheme and L = 4 with layer-common selection scheme. However, the gain of layer-specific selection scheme for L = 4 not significant compared to layer-common selection scheme, which shows that high value of L is not sensitive to layer-specific selection scheme. Hence, we propose that layer-specific SD beam selection scheme should be used at least for low L value for high rank extension.
Observation 4:
· Layer-specific SD beam selection scheme provides significant gain, over 10%, at L = 2 with slight increase in overhead.
· There is no big performance difference between L = 2 layer-specific SD beam selection scheme and L = 4 layer-common SD beam selection scheme.
· High value of L is not sensitive to layer-specific SD beam selection scheme.

Observation 5:
· Layer-specific SD beam selection scheme should be used at least low L value for high rank extension.

Although layer-specific SD beam selection scheme has no obvious influence on total overhead increase in percentage wise, there is overhead increase for layer-specific W1 indication, including oversampling overhead, for example 11 bits to 32 bit and 15 bits to 48 bits for L = 2 and L = 4 respectively.
Observation 6: 
· From W1 indication perspective, layer-specific SD beam selection per layer incurs some overhead increase.

To address W1 indication overhead, two-step beam selection scheme for high rank extension can be considered. The first step is to obtain a set with Lmax SD beam vectors on layer-common basis; in second step, SD beams for each layer are selected from the common SD beams set obtained in the first step. The simulation results below show the performance comparison between two-step beam selection scheme and independent selection scheme. 
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Figure 7: Performance Vs overhead for two-step beam selection scheme
As shown in the figure 7, the highest performance loss is no more than 1% percentage between two-step beam selection scheme and layer-specific selection scheme. And, it achieves almost same performance gain for the number of beams (Lmax) equal to 4 and 6 in the beam set for L = 2. Hence, it is not desirable that Lmax is larger than 4 for L = 2.
 Observation 7: 
· The performance of two-step SD beam selection scheme is almost same as that of layer-specific SD beam selection scheme.
· It is not desirable that Lmax larger than 4 for L = 2.

Furthermore, in Table 1 and Table 2, we compare W1 indication overhead and performance gain of layer-common SD selection scheme, layer-specific selection scheme and two-step layer-specific selection scheme.
	SD basis selection scheme
	Average UPT gain (%)
	W1 overhead (bits)

	L=2,M=4,layer-common
	6.4989
	11

	L=2,M=4,layer-specific
	17.7735
	32

	Lmax=4,L=2,M=4,two-step
	16.9067
	27


Table 1: W1 overhead for different SD basis selection scheme with L = 2

	SD basis selection scheme
	Average UPT gain (%)
	W1 overhead (bits)

	L=4,M=4,layer-common
	24.2459
	15

	L=4,M=4,layer-specific
	24.9509
	48

	Lmax=6,L=4,M=4,two-step
	24.7082
	33


Table 2: W1 overhead for different SD basis selection scheme with L = 4
It can be observed that 5 bits and 15 bits overhead reduction with almost same performance gain is achieved by two-step SD basis selection method for L = 2 and L = 4, respectively. Besides, in order to limit total overhead, SD basis number per layer can be different. Namely, in one configuration setting, it can be L = 2 and L = 4 for different layer at the same time. Hence, two-step layer-specific SD basis selection scheme is considered for high rank extension.
2.4 SD and FD basis selection alternatives for RI
It was demonstrated in section 2.3, two-step SD beam selection improves system performance with limited overhead rise. Besides, L = 2 with Lmax = 4 strikes a reasonable balance between performance and overhead compared to Lmax = 6. Hence, two-step scheme is adopted in the following evaluations, and the value of Lmax is equal to max value in L set plus 2, i.e. Lmax = max(L) + 2.
2.4.1 Alt 1
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Figure 8: Performance Vs overhead for Alt 1
Alternative 1 is a simple configuration scheme by setting all layers with same parameter values, which could result a large bitmap with many zero coefficients. And, only beta value can be adjusted to control total overhead. However, beta value cannot be configured on layer basis so that the overhead of Alt 1 varies in larger step-size. It was observed that relative performance increases near linearly as total overhead increases with implementing two-step SD basis selection scheme.
Observation 8: 
· Relative performance increases near linearly as total overhead increases with implementing two-step SD basis selection scheme. 
· In Alt 1, the overhead varies in larger step-size among different rank values.
2.4.2 Alt 2A and Alt 2B
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Figure 9: Performance Vs overhead for Alt 2
In Alt 2 same parameter values are configured for layer 0 and layer 1, while the same parameter values for layer 2 and layer 3 can be different with the first two layers. CSI overhead between 500 to 700 bits is taken as benchmark for performance comparison. By comparing light blue curve with orange curve, which represents Alt 2A with x0 = 4, x2 =3 and Alt 2B with x0 = 4 respectively, performance of Alt 2A with slightly bigger beta value is better than Alt 2B with bigger x2 value. So, with two-step SD beam selection scheme, beam number can be configured as group-specific. In order to limit total overhead, with number of FD basis vectors increasing to 7, small beta value is used. And the tendency of Alt 2A is slightly better than Alt 2B. But both Alt 2A and Alt 2B with small SD beam number and suitable beta value has a slightly better performance compared to that of schemes with big SD beam number and small beta value. Hence, the parameter of beta which can determine number of non-zero coefficients is not expected to be configured with a too small value. 
Observation 9: 
· With a suitable value of M, performance of Alt 2A with slightly bigger beta value is better than Alt 2B with bigger x2 value.
· The tendency of Alt 2A is slightly better than Alt 2B in the situation of a big compression DFT vectors (i.e. M = 7) with small beta value.
· The parameter of beta is not expected to be configured with a too small value.

Observation 10: From a single alternative 2 perspective,
· Alt 2A is more flexible than Alt 2B, which Alt 2B is a special case of Alt 2A.
· With overhead limitation, performance of Alt 2A is slightly better than Alt 2B.
2.4.3 Alt 3B
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Figure 10: Performance Vs overhead for Alt 3
The main characteristics of Alt 3B is that all layers for all rank the number of FD basis vectors (M) remains unchanged. We can observe from figure 10 that the results of increasing M with decreasing beta value is much worse than keeping those two parameters in a medium range. By comparing Alt 3B (orange) and Alt 2A (blue), SD beam number in layer 0 and layer 1 is the major difference of those two alternatives at RI > 2. Hence, performance of Alt 3B is much worse than Alt 2A when beta = {0.5, 0.5, 0.5, 0.5} for each layer. Along with increasing beta value, the average UPT performance of Alt 3B is similar with Alt 2A with similar overhead. 
Observation 11: 
· The performance of larger M with decreasing beta value is much worse than keeping those two parameters in a medium range.
· Along with increasing beta value, the average UPT performance of Alt 3B is similar with Alt 2A with similar overhead.
2.4.4 Alt 4B
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Figure 11: Performance Vs overhead for Alt 4b
The CSI overhead of Alt 4B is not expected to be larger than that of Alt 2A as u0 and u2 are smaller than x0. In other words, Alt2A is a special case of Alt 4B. Hence, in this section, we focus on the performance variation at low overhead. In figure 11, it is observed that performance of Alt 4B only degrades 0.3% compared to Alt 1 at similar overhead level. However, as we explained above, overhead of Alt 1 varies in larger step-size depending among different rank values, while it can be flexibly controlled with smaller step-size in Alt 4B.
Observation 12: 
· Alt 2A is a special case of Alt 4B.
· Performance of Alt 4B degrades only 0.3% compared to Alt 1 at similar overhead level.
2.3.4 Alt4E
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Figure 12: Performance Vs overhead for Alt4e
Layer-specific configuration schemes such as Alt 4E provides flexible in gNB configuration. And, the motivation of Alt 4E is to reduce the value of u0, u1,u2 and u3 to control overhead not exceeding total overhead for rank=2 as well as v1,v2,v3 and v4. Hence, for the sake of comparison, SD beam number and FD DFT vector number configured to be different for each layer. From figure 12, it can be observed that the performance of a
[bookmark: _GoBack]Alt 4E is worse than Alt 2A.
Observation 13: 
· Alt 4E provides much flexibility in gNB configuration 
· More than 2% performance loss for Alt 4E is observed compared to Alt 2A.
2.3.5 Alt 6E
[image: ]
Figure 13: Performance Vs overhead for Alt4e
To keep the same overhead for both rank = 3 and rank = 4, we compare two configurations as shown in figure 13. We observe that performance of Alt 6E is slightly better than that of Alt 2A with, to some extent, sacrificing flexibility in SD beam number configuration. 
Observation 14: 
· Alt 6E sacrifices flexibility in SD beam number configuration.
· Performance of Alt 6E is slightly better than that of Alt 2A.

2.5 Supported L values
In Rel-15 NR, L=2, 3, 4 are supported for type II CSI reporting, there are contributions in previous RAN1 meetings discussing necessity of larger L value. In this section, we evaluate different L values including larger than 4.
Following assumptions on basic parameters are used in the simulation.
	Parameter
	Value for DFT-based method

	β for K0
	0.5

	M
	4

	R for CU
	1

	K0 subset selection
	Unrestricted subset selection

	Basis selection method 
	Optimum selection

	 Quantization method
	Rel-15 3bit amplitude and 8psk co-phase 






Figure 6: performance Vs overhead for different L values
From the simulation results presented above, it can be observed that the performance rises linearly from L = 3 to L = 6, while the performance loss for L = 2 is significant. In addition, the overhead for L = 6 increases about 80 bits compared to L = 4 which occupies approximately 50% of total overhead of L = 4.
Observation 15:
· L = 6 doesn’t provide reasonable balance between overhead and gain.

3. Conclusions
In this contribution we provide simulation results on FD basis selection, SD basis selection schemes as well as different alternatives of SD and FD parameters configurations for rank>2, we have following observations:

Observation 1: For DFT basis subset selection,
· Pattern-based approach is a more appropriate choice than optimum selection scheme.
· 1-bit pattern-based scheme achieves similar performance compared with 2-bit pattern-based method for the current simulation setup.
Observation 2: For layer-specific and layer-common SD beam selection:
· RI = 2 only has approximatly 22% total difference for L = {2,3,4}, while it has more than 42% probabiliy of total difference for RI = 3 and RI = 4.
· Approximately 35% probability for 1 SD beam being different in each layer for RI = 2.
· More than 60% probability for at least 1 SD beam being different between layer specific and layer common selection for RI = 4.
Observation 3:
· From both total number of SD beam difference and per layer difference perspective, layer common beam selection scheme may lead to significant performance loss compared to layer-specific selection scheme.
Observation 4:
· Layer-specific SD beam selection scheme provides significant gain, over 10%, at L = 2 with slight increase in overhead.
· There is no big performance difference between L = 2 layer-specific SD beam selection scheme and L = 4 layer-common SD beam selection scheme.
· High value of L is not sensitive to layer-specific SD beam selection scheme.
Observation 5:
· Layer-specific SD beam selection scheme should be used at least low L value for high rank extension.
Observation 6: 
· From W1 indication perspective, layer-specific SD beam selection per layer incurs some overhead increase.
Observation 7: 
· The performance of two-step SD beam selection scheme is almost same as that of layer-specific SD beam selection scheme.
· It is not desirable that Lmax larger than 4 for L = 2.
Observation 8: 
· Relative performance increases near linearly as total overhead increases with implementing two-step SD basis selection scheme. 
· In Alt 1, the overhead varies in larger step-size among different rank values.
Observation 9: 
· With a suitable value of M, performance of Alt 2A with slightly bigger beta value is better than Alt 2B with bigger x2 value.
· The tendency of Alt 2A is slightly better than Alt 2B in the situation of a big compression DFT vectors (i.e. M = 7) with small beta value.
· The parameter of beta is not expected to be configured with a too small value.
Observation 10: From a single alternative 2 perspective,
· Alt 2A is more flexible than Alt 2B, which Alt 2B is a special case of Alt 2A.
· With overhead limitation, performance of Alt 2A is slightly better than Alt 2B.
Observation 11: 
· The performance of larger M with decreasing beta value is much worse than keeping those two parameters in a medium range.
· Along with increasing beta value, the average UPT performance of Alt 3B is similar with Alt 2A with similar overhead.
Observation 12: 
· Alt 2A is a special case of Alt 4B.
· Performance of Alt 4B degrades only 0.3% compared to Alt 1 at similar overhead level.
Observation 13: 
· Alt 4E provides much flexibility in gNB configuration 
· More than 2% performance loss for Alt 4E is observed compared to Alt 2A.
Observation 14: 
· Alt 6E sacrifices flexibility in SD beam number configuration.
· Performance of Alt 6E is slightly better than that of Alt 2A.
Observation 15:
· L = 6 doesn’t provide reasonable balance between overhead and gain.
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Appendix A: SLS assumption
SLS assumptions for CSI enhancement 
	Parameter
	Value

	Duplex, Waveform 
	FDD，OFDM 

	Multiple access 
	OFDMA 

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	FR1 only, 4GHz.

	Inter-BS distance
	200m 

	Channel model
	According to the TR 38.901 

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ 

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2) Type II overhead reduction
4RX: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 3,4) Type II overhead reduction

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	UE antenna height & gain
	Follow TR36.873 

	UE receiver noise figure
	9dB

	Modulation 
	Up to 256QAM 

	Coding on PDSCH 
	LDPC
Max code-block size=8448bit 

	Numerology
	Slot/non-slot 
	14 OFDM symbol slot

	
	SCS 
	15kHz 

	Number of RBs
	52 for 15 kHz SCS

	Simulation bandwidth 
	10 MHz for 15kHz 

	Frame structure 
	Slot Format 0 (all downlink) for all slots

	MIMO scheme
	SU/MU-MIMO with rank adaptation 

	MIMO layers
	Up to 8 MU layers

	CSI feedback 
	CSI feedback periodicity (full CSI feedback) :  5 ms, 
Scheduling delay (from CSI feedback to time to apply in scheduling) :  4 ms

	Overhead 
	Up to 8 port DMRS without additional symbols
CSI-RS overhead included

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Traffic load (Resource utilization)
	50/70 % for rank 1,2
20 % for rank 3,4

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h) 

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation
	Realistic

	Evaluation Metric
	Throughput and CSI feedback overhead;
Ratio between throughput and CSI feedback overhead

	Baseline for performance evaluation
	Rel-15 Type II Codebook



Percentage of difference between common and independent 
Dense Urban, 32T2R, MU-MIMO,10MHz,low RU

total difference for L = 2, RI = 2,3,4	2	3	4	22.46	41.73	46.72	total difference for L = 3, RI = 2,3,4	22.91	41.29	45.12	total difference for L = 4, RI = 2,3,4	22.68	41.13	44.13	RI


percentage of difference(%)




Performance Vs Overhead for Different L value
Dense Urban, 32T2R, MU-MIMO,rank1,10MHz,RU≈70%

M=4,beta=1/2	85	120	153	219	95.809710003258388	98.31541218637993	98.817204301075279	100.11404366243075	overhead(bit)


relative performance(%)




Performance Vs Overhead for basis selection
Dense Urban, 32T2R, MU-MIMO,rank1,10MHz,RU≈70%

M=4,L=4,beta=0.5	144	145	153	98.276311502117949	98.517432388400124	98.817204301075279	overhead(bit)


relative performance(%)
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Sense Urban,32T2R,MU-MIMO,rank2,10MHz, low RU, L = 3
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