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1. Introduction 

In RAN #83, WID on support of NR Industrial Internet of Things (IoT) was agreed, in which some aspects about  intra-UE multiplexing enhancement for configured grant would be discussed in RAN1 section [1]. 
The aspects led by RAN2 (with RAN1 as secondary) are listed as following

· resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH
· resource conflicts involving multiple CGs,
In this contribution, we share our views on intra-UE prioritization for configured grant transmissions. 
2. UL Intra-UE multiplexing for configured grant
2.1. Resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH
In Rel-15, grant-based transmission has the higher priority than grant-free transmission, in which service priority does not be taken into account. In Rel-16, PUSCH prioritization for different service types should be specified for handling the potential resource conflict.
For resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH, two cases are included as following:  
· Case 1: eMBB CG PUSCH vs. URLLC DG PUSCH
· Case 2: URLLC CG PUSCH vs. eMBB DG PUSCH
For case 1, the principle in Rel-15 can be reused that DG UL transmission has the higher priority than CG UL transmission when resource conflicts.

For case 2, Figure 1 shows an instance. In this case, an eMBB UL transmission scheduled by UL grant overlaps in time with a CG resource on which UE intends to transmit URLLC UL. CG resources are configured for URLLC transmission which can satisfy the latency and reliability requirements. After eMBB UL is scheduled, a URLLC packet arrives. In this case, UE needs to transmit URLLC UL on CG resource because the CG resource has higher priority than the DG UL resource. eMBB PUSCH transmission should be dropped entirely or partially, The details can be FFS.  
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Figure 1: Example of intra-UE UL multiplexing between DG UL and CG UL
For this case above mentioned, UE should be aware of priority of different service types. There are several possible methods to determine the priority of service type, e.g. by LCP in MAC layer, MCS table configured for PUSCH transmission. 

For priority determination by LCP, UE can map different services to different logical channels and configuring logical channels with different logical channel priority. An example of association between LCP in MAC layer is presented in Figure 2. In the Figure, LCP 1 is used for the LCH mapped to URLLC data with mini-slot based transmission, while LCP 2 is used for the LCH mapped to eMBB data with slot-based transmission. 
For PUSCH for configured grant overlapped with a PUSCH for dynamic grant, UE needs to determine which LCP is associated with the configured grant and dynamic grant. In this case, LCH mapping to URLLC is allowed to use the configured grant. While LCH mapping to eMBB is not allowed to use the configured grant and can use the dynamic grant. If there are URLLC data to be transmitted, the data should be prioritized and thus be transmitted on the PUSCH for configured grant to meet the latency requirement. Therefore, in this case, configured grant associated with higher logical channel priority should be prioritized for URLLC data transmission.
Although LCP in MAC layer can be used for priority determination, it may be difficult for MAC layer to determine which PHY resource to be used, when a LCP is associated with different types of PHY resources. In such case, current MAC mechanism cannot differentiate the different service type. RAN2 solutions are needed for the collision handling. If needed, RAN1 work can be triggered by RAN 2.  
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Figure 2: Example of association between LCPs in MAC 
Proposal 1: For resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH:

· Case 1: When resource conflict between eMBB CG PUSCH and URLLC DG PUSCH

· Follow existing prioritization mechanism, i.e. DG PUSCH is prioritized over CG PUSCH 

· Case 2: When resource conflict between URLLC CG PUSCH and eMBB DG PUSCH
· URLLC CG PUSCH is prioritized over eMBB DG PUSCH, where eMBB PUSCH is dropped entirely or partially.
Proposal 2: The handling of resource conflict between DG and CG should be investigated in RAN2. If needed, RAN1 work can be triggered by RAN 2.
2.2. Resource conflicts involving multiple CGs
For resource conflicts involving multiple CGs, RAN2 solution for priority differentiation should be considered firstly. As discussed in section 2.1, LCP in MAC layer can be used. 

Some physical layer parameters for CG can be used for prioritization handling in MAC layer as following:
· Alt 1: The duration of configured grant PUSCH 
If multiple configured grant PUSCHs collide, the PUSCH with shorter duration can have the higher priority. Generally, URLLC service has the shorter duration than eMBB service. If data arrivals with different service, time-domain duration of the configured grant PUSCH can help priority determination. UE can transmit the CG PUSCH with the shorter duration and cancel the PUSCH with the longer duration.
· Alt 2: MCS of configured grant PUSCH 
MCS of configured grant PUSCH can also differentiate the priority of different services. A CG PUSCH with lowSE MCS table has the higher priority than CG PUSCH with other MCS tables. 

· Alt 3:  prioritization based on ending symbol position 
When resources of multiple CG PUSCH conflict in time, the ending symbols of PUSCH can be used to differentiate the priority of different services. For example, PUSCH transmission with the earlier ending symbol has the higher priority. The details can be FFS.     
· Alt 4: periodicity of configured grant PUSCH
Similar to Alt 1, periodicity of configured grant PUSCH can also be used for prioritization. The CG PUSCH with the smaller periodicity can have the higher priority. Generally, URLLC service has the smaller periodicity than eMBB service. If two CG PUSCHs collide, UE can transmit the CG PUSCH with the smaller periodicity and cancel the PUSCH with the larger periodicity.
· Alt 5: configuration ID number

If all the parameters of Alt 1-4 are the same, the configuration ID for CG PUSCH can be used for prioritization. For instance, when services arrive with the different priority, the CG PUSCH with the smaller configuration ID number has the higher priority than CG PUSCH with the higher ID number. When two CG PUSCHs collide, UE can transmit CG PUSCH with the smaller configuration ID and cancel the CG PUSCH with lower priority.    
Proposal 3: The handling of resource conflict involving multiple CGs should be investigated in RAN2. If needed, RAN1 work can be triggered by RAN 2.
3. Conclusion

In this contribution, we provide our views on intra-UE multiplexing enhancement for configured grant. The proposals are summarized below.
Proposal 1: For resource conflict between dynamic grant (DG) and configured grant (CG) PUSCH:

· Case 1: When resource conflict between eMBB CG PUSCH and URLLC DG PUSCH

· Follow existing prioritization mechanism, i.e. DG PUSCH is prioritized over CG PUSCH 

· Case 2: When resource conflict between URLLC CG PUSCH and eMBB DG PUSCH
· URLLC CG PUSCH is prioritized over eMBB DG PUSCH, where eMBB PUSCH is dropped entirely or partially.
Proposal 2: The handling of resource conflict between DG and CG should be investigated in RAN2. If needed, RAN1 work can be triggered by RAN 2.
Proposal 3: The handling of resource conflict involving multiple CGs should be investigated in RAN2. If needed, RAN1 work can be triggered by RAN 2.
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