3GPP TSG RAN WG1 Meeting #96bis	 R1-1903969
Xi’an, China, April 8th – 12th, 2019

Agenda Item:	7.2.8.1
Source:	Huawei, HiSilicon
Title:	Discussion on CSI enhancement
Document for:	Discussion and Decision

[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]Based on the WID of NR MIMO enhancements for Rel-16 in RAN meeting #80 [1], Rel-16 will specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead as follows:
· Extend specification support in the following areas [1]
· Enhancements on MU-MIMO support:
· Specify overhead reduction, based on Type II CSI feedback, taking into account the tradeoff between performance and overhead 
· Perform study and, if needed, specify extension of Type II CSI feedback to rank >2.  
It has been agreed at RAN1 #95 [2] that:
Agreement
For Rel-16 NR, agree on Alt1 (DFT-based compression) in Table 1 of R1-1813002 as the adopted Type II rank 1-2 overhead reduction (compression) scheme as formulated in Alt1.1 of R1-1813002
· Note: The same DFT-based compression scheme is extended for Type II port selection codebook
· Codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks with overhead reduction (compression) scheme
· FFS: detailed signaling mechanism 
· Note: Additional compression scheme(s) are not precluded 

It has been agreed at RAN1 AH1901 [3] that:
Agreement
On FD compression unit, agree on Alt1 (PMI subband size = CQI subband size) as the default, along with Alt2.2 (PMI subband size = CQI subband size / R) as secondary
· The value of R is fixed to 2
· FFS: Whether secondary implies a separate UE capability or restricted use cases
· Include issues such as limitation on the number of FD compression units, CPU occupation, latency constraint and/or BW constraint
· FFS: Whether FD compression unit is higher-layer configured or reported by the UE
Working Assumption
On the choice of oversampling factor O3, O3 = 4 is supported
Agreement
On the values of L, support L={2,4}
· Decide whether to support L=3 and/or L=6 in the future meetings considering the performance-overhead trade-off for different RI values and/or different number of antenna ports 
Agreement



[bookmark: _Hlk536009008]Values of N3: For  and NSB is # CQI subbands, when , 


Values of N3: For  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96
· 
Alt1: N3 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5
It has been agreed at RAN1 96 [4] that:
Agreement
Extend the Type II DFT-based compression (designed for RI=1-2) to RI=3-4 with the following design principle:
· The resulting overhead for RI=3-4 is at least comparable to that for RI=2 
Agreement

On the values of N3, further discuss and clarify/refine both of the available alternatives with  as the evaluation baseline 
Agreement
On SD and FD basis selection for RI{3,4}
· The parameter R is layer-common and RI-common
· For the higher-layer setting of SD/FD basis parameters (L, p):
· Down select among the following alternatives for the higher-layer setting of SD/FD basis parameters (L, p):
· Alt1 RI-common for RI{1,2,3,4}, layer-common 
· Alt2 RI-common for RI{1,2,3,4}, layer-/layer-group-specific
· Alt3 RI-common for RI{3,4}, layer-common 
· Alt4 RI-common for RI{3,4}, layer-/layer-group-specific
· Alt5 RI-specific for RI{3,4}, layer-common
· Alt6 RI-specific for RI{3,4}, layer-/layer-group-specific
· Note: For RI=1 and 2, RI-common, layer-common setting has been agreed
· Note: No other alternatives will be considered
Agreement
On the max # NZ coefficients for RI{3,4}, down select from the following alternatives (no other alternatives will be considered)
· Alt0. For RI{1,2,3,4}, there is only one β value 
· Alt1. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2})
· Alt2. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2}
· Alt3. Total max # NZ coefficients across all layers ≤ 2K0 (the K0 value set for RI{1,2}) where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2 
· Alt4. For RI{3,4}, there is only one value of max # NZ coefficients per layer < K0 where the K0 value is set for RI{1,2} where  is fixed and RI-specific
· FFS: value of  per agreement that the overhead for RI=3 or 4 should at least be comparable to RI=2
· Note: For RI{1,2}, there is only one K0 value (=max # NZ coefficients per layer)
Agreement
Decide in RAN1#96bis whether to support L=6 (in addition to L=2 and 4) taking into account RI{3,4} and/or 32 ports
· Also consider possible restriction(s) on the use case for supporting the additional value(s) of L 

In this contribution, we discuss the detailed codebook design for the agreed DFT-based compression codebook, including FD compression unit, basis and parameter selection, coefficients quantization and parameter combination reduction. More complete evaluation results are included in the companion contribution [5]. The analysis on phase correction in frequency domain by UE implementation is included in [6], which should be considered to improve the frequency domain compression efficiency. Some additional evaluation results for rank 3 and 4 are included in the companion contribution [7].

System performance and CSI feedback overhead
CSI feedback enhancement is motivated to improve both system performance and feedback efficiency, as agreed in the WI scope for Rel-16. For eMBB scenarios, improving SE and network throughtput are equally  important in NR deployment. For Type II feedack in NR Rel-15, there is still some performance gap between the best performance of Rel-15 and ideal channel feedback. Therefore it is necessary to narrow down the performance gap and improve the system performance by enhancing Type II codebook design in Rel-15 to achieve higher CSI feedback resolution, whilst CSI feedback overhead shall not be increased.
Since the overhead can be significantly reduced by frequency domain compression with similar performance with Rel-15 Type II, better channel quantization is achievable with Rel-16 codebook by which system performance can be improved further with comparable reporting overhead as Rel-15 Type II codebook. 
Proposal 1: Both system performance improvement and CSI overhead reduction should be considered equally in CSI feedback enhancement in Rel-16.

Remaining issues for rank 1-2 design
Codebook and associated reporting overhead for rank 1 and 2
Since the basic codebook structure for the case of rank 1 has been agreed with some remaining loose ends, the precoder of j-th subband can be represented as

where  is the l-th beam from selected spatial basis,  is the conjugate of the j-th entry of the m-th selected frequency basis,  and  are the reference amplitude for two polarizations,  and  are the quantized differential amplitude and phase corresponding the spatial-frequency pair (l,m),  if it is not included in the size-K0 subset, and  is a normalization factor.
· Spatial domain basis selection
· Orthogonal group:  bits 
· L beams selection:  bits, where 
· For candidate values of O1, O2, N1 and N2, Table 5.2.2.2.1-2 in Rel-15 can be re-used. 
· Frequency domain basis selection
· Orthogonal group:  bits 
· M basis selection:  bits, where 
· Size-K0 subset
· Subset indication bitmap: 
· Coefficients quantization for  and 
· Index of the leading coefficient:  bits, where , 
· Reference amplitude of the second polarization: 4 bits
· Quantization:  bits, where 

Support of L=6 for 32 ports
For the DFT-based compression codebook, L=2 and 4 have been agreed. However, the spatial information of real channel is rather rich in some scenarios and the value of L should be increased to represent the channel. In this section, the computation complexity, the performance gain as well as feedback overhead of L=6 are analysed.
· Overhead comparison:
One issue is whether L=6 has potential larger feedback overhead. For the DFT-based compression codebook, the major overhead is determined by the number of reported coefficients during the quantization of. The values of L/M have less impact on the total payload size. Increasing L without increasing K0 will bring limited additional overhead for the indication of -size subset. Furthermore, if properly select the combination of the parameters L and p (1/4,or 1/2), the overhead for L=6 can be less than L=4 case, but still with better performance as shown in the simulation in Fig. 2, Fig. 3 and Fig. 4.
· Complexity comparison: 
Another issue is whether there is potential higher computation complexity caused by L=6, especially for 32 ports case which can benefit more from finer quantitation. A detailed analysis of computation complexity for L=6 is provided below. We consider an example UE implementation as follows, with the main computation shown in Fig. 1. From the computation procedure and Fig.1, we can see that only two additional matrix multiplications are added for Step 4 and 5. So, the computation complexity should not be an issue for supporting L=6.
	1. Calculate the sum covariance matrix of RB channel per PMI subband, , where  is the number of PRBs in each PMI subband;
· (total number of RBs) complex matrix multiplications  and ;
· Same for L=4 and L=6;
2. For each layer, take one eigenvector of the sum covariance matrix for each PMI subband, and concatenate them into spatial-frequency matrix  ;
·  SVDs of  matrix is needed for each layer in this step;
· Same for L=4 and L=6;
3. Calculate the wideband covariance matrix of channel, , where  is the number of subbands; Obtain the leading eigenvector  of the wideband covariance matrix , as the wideband precoder; Calculate the inner products of all spatial beams with , and then obtain L spatial beams  using ;
· An SVD of  matrix is needed in this step;
· Same for L=4 and L=6;
4. Calculate the combination coefficients of all subbands, by the inner products of  and ;
· Two complex matrix multiplications with size  and ;
· Additional matrix multiplications are needed for L=6 (dark purple part in Fig. 1);
5. Compress using FD basis;
· Two complex matrix multiplications with size  and ;
· Additional matrix multiplications are needed for L=6 (dark orange part in Fig. 1).



[image: ]
Figure 1. Main computation for UE implementation.
· Performance comparison:
System-level simulation results for L=4 and 6 are conducted to show the impact of L value on the system throughput. Detailed parameters and assumptions are shown in Appendix I. The performance (Y-label) and overhead (X-label) for DFT-based compression codebook as well as Rel-15 Type II are illustrated in Fig. 2, wherein the baseline is the performance of Rel-15 Type I as 100%. For each curve, different point on the curve corresponds to different parameter configurations. For example, three points on the Type II curve correspond to L=2, L=3 and L=4, respectively. For the curves for DFT-based compression codebook, different points correspond to different values of . Upper curves means higher efficiency on the usage of the overhead bits for CSI feedback.
The trade-off curves for (L,p)=(4,1/2) and (6,1/4) are illustrated in Fig. 2 and Fig. 3, for rank 1 and rank adaptation with maximum rank 2, respectively. It can be observed that (L,p)=(6,1/4) has a better performance over (L,p)=(4,1/2) with less overhead. For same overhead, L=6 has around 3% performance gain over L=4. It means that strong frequency components are relatively limited for each spatial beam. The selected frequency basis vectors for different spatial beams always have relatively concentrated locations, especially after the phase correction between subbands [6]. With a good phase correction, only a relative small set of frequency basis vectors is enough to cover almost all strong frequency components for all spatial beams. Therefore, compared with increasing the number of M, increasing the number of L may be more efficient for the compression.
The advantage for L=6 is larger for full buffer traffic case, which is shown in Fig. 4. The performance of (L,p)=(6,1/4) has around 5% gain over (L,p)=(4,1/2) for similar overhead, which means supporting L=6 is necessary, at least for the case of 32 CSI-RS ports and rank 1 and 2.
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Figure 2. The performance-overhead curves for Type II and DFT-based compression codebook (L=4 and 6, rank 1).
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Figure 3. The performance-overhead curves for Type II and DFT-based compression codebook (L=4 and 6, rank adaptation with maximum rank 2).
[bookmark: _GoBack][image: ]
Figure 4. The performance-overhead curves for Type II and DFT-based compression codebook (L=4 and 6, rank 1, full buffer).
Observation 1: Codebook enhancement with L=6 will provide around 3% and 10% performance gain compared to L=4 in Rel-16 and Type-II codebook in Rel-15, respectively, with comparable reporting overhead and quantization complexity.
Observation 2: For 13-SB case, (L, p)=(6,1/4) has a better performance over (L, p)=(4,1/2) with less overhead. For the same overhead, L=6 has around 3% performance gain over L=4 for non-full traffic and around 5% performance gain for full-buffer traffic.
Proposal 2: Support L=6 for the DFT-based compression codebook, at least for the case of 32 CSI-RS ports and rank 1 and 2.

Oversampling factor
Following Rel-15 Type II codebook, the spatial beams can be selected from one orthogonal group of oversampled 2D-DFT vector set. Similarly, there may be several oversampled orthogonal groups for the frequency basis vectors and the UE selects M frequency vectors from one orthogonal group. For the DFT-based compression codebook, the set of frequency basis vectors can be DFT or oversampled DFT vectors, and the length of DFT vectors can be the number of subbands. The oversampled DFT vector sets provide more choices for frequency domain approximation, which may reflect the delay domain characteristics of the channel more precisely and provide performance gain.
The space-frequency matrix  can be represented and approximated by the following formulation

where  and  are composed of selected basis vectors from the spatial codebook and frequency codebook, respectively. The dimension of the coefficients matrix  is , with  and  as the number of selected spatial and frequency basis vectors, respectively. 
The oversampled  can be expressed as the multiply of rotation matrix  and non-oversampled

where



With oversampled frequency beam, the coefficient matrix  generally can be obtained by:

where H is ideal space-frequency matrix. It can be found that the matrix of R would have an impact on determining feedback coefficients of  and other coefficients related to it. 
The space-frequency matrix gNB reconstruct by the PMI components that UE has reported:
=
From the equation above, we can find that oversampling factor has an impact over reconstructed channel with multiple candidate values of  in the matrix R at the middle side of the equation. Choosing an appropriate oversampling factor, system performance can be further improved. For the matrixat right side of the equation due to the reporting of , only a phase rotation per column within is applied and it seems have no impact on the precoder for each PMI subband. However, phase difference between precoders of two adjacent PMI quantization units, i.e. with R=2, would lead to different CQI value for a CQI subband. Then different phase rotation per column within would lead to different value of CQI and  needs to be reported accordingly.
According to the analysis above, compression with a group of rotated DFT basis is equivalent to a phase rotation [6] to the ideal space-frequency matrix. FD compression with the best rotated orthogonal group among  groups is equivalent to utilizing one of  regular phase rotations. 
The oversampling of  has provided two benefits at least, one is performance gain, and the other is frequency domain compression efficiency. Our companion paper [6] has shown that a proper phase rotation can improve the frequency domain compression efficiency. If no phase rotation is conducted, the performance may have a considerable loss. Oversampling is one way to ensure a proper phase rotation is conducted by UE, which is a best one among  regular rotations. Simulation results for oversampling of FD basis is also shown in Fig. 5 below. According to simulation results, the frequency domain compression with oversampled DFT with  has 2-3% gain over non-oversampled DFT basis .
[image: ]
Figure 5. The performance-overhead curves for (L,p)=(6,1/4) with O3=1 and O3=4.
Observation 3: Specifying the frequency domain oversampling can ensure a proper phase rotation for frequency domain compression at the UE for efficient compression and performance gain.
Proposal 3: Confirm the working assumption with oversampling factor O3=4.

Value of N3
According to the agreement, the FD compression unit can be CQI subband size or half of it, i.e. PMI subband size = CQI subband size / R with R=1 or 2. For each PMI subband, a time-consuming SVD operation is needed to obtain the un-quantized precoding matrix. The computational complexity for PMI calculation mainly depends on the total number of SVD operation, which is roughly same as the number of PMI subband (R*Nsb). The computational complexity of Rel-16 codebook is comparable to that of Rel-15 Type II codebook if R=1. However, if the value of R is configured as 2, required computational complexity for PMI quantization is roughly doubled. To ease UE implementation, CSI processing timing may be further relaxed, but it would inevitably lead to complicated and unnecessary specification changes. 
Considering the impact on UE implementation and specification, whether to support R=2 is up to UE capability from our preference whilst other specification changes to support R=2 shall also be minimized.
Proposal 4: Supporting R=2 is up to UE capability, whilst minimizing other specification changes/restrictions associated to R=2.
For “PMI subband size = CQI subband size / 2”  and R=2, this may lead to ambiguity if the size of the first or last CQI subband is smaller than the configured CQI subband size, which is caused by the misalignment of BWP and subband boundaries. For the edge CQI subband whose size is smaller than the configured CQI subband, if the PMI subband size is half of the actual CQI subband band size, the frequency density of CSI-RS of one of the two PMI subbands may be smaller than the configured density, which is not preferred for channel estimation. A simple solution is the CQI subband is not divided into two PMI subbands if its size is smaller than the configured CQI subband size, as shown in Fig. 6.
Another benefit for this solution is that the maximum value of N3 will be 36 instead of 40. Since the maximum number of CQI subband is 19, the number of PMI subbands may be 37 or 38 if the edge CQI subband is divided into two PMI subbands, which will lead to N3=40 to be the multiple of 2, 3 and 5. If the edge CQI subbands with smaller sizes are not divided, there are at most 2*17+2=36 PMI subbands. Reducing such a large candidate N3 value may be beneficial for UE implementation.
Proposal 5: For an edge subband with the subband size smaller than the size configured for CSI subband reporting, the UE shall report single subband PMI for that edge subband if R=2.
[image: ]
Figure 6. Illustration of CQI subband division.

Codebook design for rank 3-4
Parameter reduction across rank/layers
It has agreed that the overhead for RI=3-4 is at least comparable to that for RI=2. Therefore the parameters L, p or  should be reduced for all or a part of spatial layers for RI=3 and 4. 
Several simple schemes are compared below by reducing only one quantization parameter among {L, p and  } across layers and/or layer groups. Our general consideration is to assume the number of quantized coefficients reported for rank 3 and 4 to be similar with that of rank 2. In each table, the sum of the reduced parameter of all layers for RI=3 or 4 are 2L, 2p or 2β, which is the same as that of RI=2. Since only one parameter is reduced and the other two parameters remain the same for all RIs and layers, such allocation guarantees that the overhead for RI=3 or 4 is comparable to that for RI=2.
· Alt-L-1: reduce the value of L, common p and beta, common SD basis for all layers
The detailed parameters of Alt-L-1 for each RI and layer are as follows.
	Alt-L-1/2
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI=1
	L
	
	
	

	RI=2
	L
	L
	
	

	RI=3
	L
	L/2
	L/2
	

	RI=4
	L/2
	L/2
	L/2
	L/2


· Alt-L-2: reduce the value of L, common p and beta, common SD basis for each layer group (two layer groups with layers {0,1} and {2,3})
The detailed parameters for Alt-L-2 is the same as Alt-L-1.
· Alt-p: reduce the value of p, common L and beta, common SD basis for all layers
The detailed parameters of Alt-p for each RI and layer are as follows.
	Alt-p
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI=1
	p
	
	
	

	RI=2
	p
	p
	
	

	RI=3
	p
	p/2
	p/2
	

	RI=4
	p/2
	p/2
	p/2
	p/2


· Alt-beta: reduce the value of beta, common L and p, common SD basis for all layers
The detailed parameters of Alt-p for each RI and layer are as follows.
	Alt-beta
	Layer 0
	Layer 1
	Layer 2
	Layer 3

	RI=1
	
	
	
	

	RI=2
	
	
	
	

	RI=3
	
	
	
	

	RI=4
	
	
	
	


The performance and overhead trade-offs of the above schemes are shown in Fig. 7 for L=4. It can be observed that Alt-L-1 has a significant performance loss compared with Alt-L-2, which is because the orthogonality is reduced across 3 or 4 layers if fewer SD basis are used. Nevertheless, the trade-off for Alt-L-2 is worse than Alt-p and Alt-beta. The reason for this is that the frequency domain is sparser than the spatial domain, especially after the phase correction between subbands. Among Alt-p and Alt-beta, the latter scheme has similar performance with the former scheme with a significant overhead increase due to the larger bitmap size.
[image: ]
Figure 7. Comparison of different parameter reduction schemes (L=4).
In summary, the scheme reducing the value of p for rank 3 and 4 is preferred, which has the best performance-overhead trade-off. Alt-p for parameter reduction for rank 3 and 4 is shown in Table I.
Table I. The parameter reduction scheme for rank 3 and 4
	RI
	Layer
	L
	p

	1
	0
	
	

	2
	0
	
	

	
	1
	
	

	3
	0
	
	

	
	1
	
	

	
	2
	
	

	4
	0
	
	

	
	1
	
	

	
	2
	
	

	
	3
	
	


For the parameter configuration, although the actual value of p for different RIs and layers are not the same, it is natural to use a fixed relationship for different RI, polarizations and layer groups for the sake of simplicity. Therefore the parameter setting of p across all layers is pre-defined in specification with single RRC parameter p, which is within the set of . Actual value of p for a specific layer can be different from the value of that set. 
Observation 4: Reducing p has the best performance-overhead trade-off beyond reducing β and L.
Proposal 6: The parameter L shall be constant across all ranks and all layers.
Proposal 7: The values of p used for quantization are based on a fixed relationship or a set of relationships with single configured high layer parameter indicating the values of p for rank 3 and 4 codebook.

Polarization based design
For schemes discussed in section 4.1, overhead and performance trade-off is achieved by assigning different quantization values for different layers. To maintain the CSI overhead for rank >2 is comparable to rank 2, the performance of CSI quantization of strong layers may be reduced because a part of quantization overhead dedicated for layer 1 and layer 2 is “transferred” to layer 3 and/or layer 4. As we know, in Rel-15, we use unequal quantization bits allocation for different spatial beams in type-II codebook design for efficient CSI feedback, where more bits are allocated for the strong beams. Similarly, to facilitate efficient CSI feedback for rank-3 and 4 with limited quantization bits, unequal bits allocation can be used for different layers (groups) and beams (groups), where more bits are allocated to the stronger layers (groups) and beams. Since there is different signal quality on different polarizations, so more bits can be assigned to the stronger polarization and stronger layer group. In the following, we provide an example for the polarization specific quantization bits allocation.
According to agreed LCC quantization design for rank 1 and 2, the coefficients for each polarization are differential quantized independently. The quantization accuracy can be improved by utilizing the difference between the two polarizations. Specifically, the reference amplitude from the stronger polarization is quantized with 1 and the reference amplitude from the weaker polarization is quantized with 4 bits, it makes more sense to allocate more quantization bits to stronger polarization and stronger layer group. As shown in Figure 8, less FD basis are configured for the weak polarization. It means that the overhead sacrificed by strong layers are mainly come from the weak polarization. As a result, more overhead are utilized for the strong layers and strong polarizations which play an important role on overall performance. More specifically, the configuration of FD basis parameters for rank 3 and 4 can be shown in Table II. The number of FD basis vector is  and , where r = {3,4} is RI value, l = {0,1} is index of layer group, b is index of polarization. , is derived from  in such way that . For example, when rank=3, Layer 1-2 are the first layer group, Layer 3 is the second layer group. The number of FD basis can be configured as , , =6, =3.
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Figure 8. Illustration of 2 dimensional non-uniform quantization for rank 3 and rank 4
Table II. The configuration of parameters for polarization based design
	RI
	Layer
	number of SD basis
	number of FD basis

	1
	0
	L
	p

	2
	0
	
	

	
	1
	
	

	3
	0
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	1
	
	

	
	2
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=

	4
	0
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	1
	
	

	
	2
	
	 for strong polarization, , .730 for strong pol= for weak polarization, , .730 for strong pol=, , .730 for strong pol=

	
	3
	
	


Considering the overhead, the polarization with strongest coefficient can be view as the strong polarization. Therefore, no additional overhead need to be introduced to indicate the strong and weak polarizations. For the weak polarization, the FD basis can be selected from the set of FD basis corresponding to the strong polarization that can be indicated with no more than 10 bits. 
For the polarization based scheme, it can be expected that more benefits can be achieved when values of L, p and  are relatively small, because the reported coefficients may not be evenly distributed in two polarizations. As a result, more coefficients are allocated in the strong polarization and the strength difference between two polarizations is much larger. To verify the benefit, the performance of the polarization based scheme with BW=10MHz, subband size=4 RBs, R=1 and L=2 is shown in Figure 9. The value of  is selected as 
· For rank=3, , , =, =.
· For rank=4, , , =3, =.
It can be observed that the polarization based scheme has the best performance v.s. overhead trade-off with respect to Alt-p and Alt-beta. For the small value of p, the performance gain is much obvious, which is up to 2% compared to Alt-p.
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Figure 9. Comparison of different schemes for rank 3 and 4, L=2, p={0.25, 0.5}, beta={0.25, 0.5}
Observation 5: For rank 3 and 4 design, polarization based scheme that unequal number of FD basis is configured for different layers and polarizations can achieve the best performance v.s. overhead trade-off.
Proposal 8: The value(s) of p is per polarization per layer group or per layer group.

SD basis selection across layers/layer groups
For consistent L value in Alt-p, SD basis selection across layers should also be considered. In this section, the following two SD basis selection schemes are considered.
· Layer common: common SD basis for all layers
· Layer group common: common SD basis for each layer group, independent across different groups (two layer groups with layers {0,1} and {2,3})
For Alt-p, the trade-off curves of layer common and layer group common SD basis selection are illustrated in Fig. 10. In the simulation, the FD basis for each layer is selected independently, following the rank 1-2 design. It can be observed that the performance of layer group common has marginal gain over that of layer common SD basis selection. Compared with layer common SD basis selection, layer group common scheme uses around 10 additional bits overhead.
Although layer group common SD basis selection may not use a lot of additional overhead, it may affect the UE implementation. The UE implementation including SD basis selection for Rel-16 codebook may be based on that of Rel-15, which is layer common. Since the SD basis selection for RI=1-2 is common across different layers, it is natural to select common SD basis for RI=3-4, simply following the Rel-15 Type II and Rel-16 design for RI=1-2.
Proposal 9: SD basis selection shall be common across all layers.
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Figure 10. Comparison of layer common and layer group common SD basis selection for Alt-p.

Potential design for rank 3-4
Therefore, our preferred design for rank 3-4 codebook in Rel-16, considering performance gain and design complexity, can be summarized as follows: 
· The parameter L shall be constant across all ranks and all layers, same design with rank 1-2
· The parameter β shall be constant across all rank and all layers, same design with rank 1-2
· The values of p used for quantization are based on a fixed relationship or a set of relationships with single configured value of p parameter for rank 3 and 4 codebook. 
· The value(s) of p is per polarization per layer group or per layer group
· SD basis selection is common for all layers, same design with rank 1-2
· FD basis selection is independent across layers, same design with rank 1-2
· Coefficient subset selection is independent across layers, same design with rank 1-2

UCI reporting
On the number of non-zero coefficients
In R15, 2-part UCI reporting was agreed for subband CSI reporting over PUCCH/PUSCH, wherein CRI/RI/CQI/LI as well as the indicator of the number of non-zero wideband amplitudes are reported in part 1 and the remaining PMI components are reported in part 2. Subband amplitude and phase of certain spatial beam/polarization would not be reported if the quantized wideband amplitude is 0 and the payload size of part 2 would be affected by the number of non-zeroes wideband amplitudes. The payload size of part 1 is fixed regardless of the value of RI/CRI to avoid blind detecting for part 1 at gNB side. Furthermore, the payload size of part 1 should be as small as possible for better encoding efficiency and the reliability of part 1 transmission. The gNB can know the payload size of part 2 after decoding part 1 and then part 2 can be relatively interpreted easily.
	Agreement
On basis/coefficient subset selection for the first layer, support the following: 
· The UCI consists of two parts: 
· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices
Agreement
On subset selection for layer 0, agree on the following:
· Unrestricted (polarization-independent) subset selection which requires a size-2LM bitmap in UCI part 2



In R16, Type II codebook enhancement by DFT-based compressing on frequency domain is agreed and 2-part UCI reporting can be reused directly. For the coefficients to be reported, size-K0 subset of 2LM coefficients would be reported by a bitmap which can be used to indicate non-zero coefficient indices.
As in R15, it seems no need to report the amplitude and phase of certain coefficient if quantized amplitude of certain coefficient is 0. Then information pertaining to the number(s) of non-zero coefficients should also reported in UCI part 1. However, there are two possible methods to report the number(s) of non-zero coefficients UE reports:
· Method 1: up to four separated fields in part 1 with zero padding and each field is to indicate the number of non-zero coefficients per layer. The length of l-th field is determined by the potential maximum number of non-zero coefficients for l-th layer, e.g. . In part 2, up to four RI bitmaps are used to indicate non-zero coefficient indices for RI layers and the number of “1” in l-th bitmap is equal to the number indicated in part 1 for l-th layer. 
· Method 2: One field in part 1 is to indicate the total number of non-zero coefficients across all layers. The length of field is determined by the potential maximum total number of non-zero coefficients across all layers across all rank, e.g. . In part 2, RI bitmaps are used to indicate non-zero coefficient indices for RI layers and the number of “1” across all bitmaps is equal to the total number indicated in part.
Generally, the payload size of method 1 is larger than that of method 2. Assuming the configured maximum number of coefficients per layer is 16, 4bits are needed for each layer to indicate the number of NZ coefficients with method 1 and then 16 bits in total are needed in part 1. However, the possible total number of NZ coefficients across 4 layers is 64, and only 6bits are needed in part 1 with method 2. In general, we can assume N bits for each layer with method 1 and 4N bits in total are needed in part 1, while only N+2 bits are needed with method 2. Based on the analysis, a lot of bits can be saved with method 2.
Therefore, we have the following proposal:
Proposal 10: A total number of non-zero coefficients across all layers should be reported in UCI part 1 to indicate the payload size of part 2.

On the size of bitmaps

For the R16 FD compression codebook, size-K0 subset of 2LM coefficients can be reported at most, where and the minimum value of  is 1/4. As shown in Figure 11, it is feasible that no coefficient is reported for the weaker polarization, because K0 strongest coefficients may be concentrated in and then selected from one polarization. For another polarization, the coefficients are discarded although the magnitude may not be zero. The probability of selecting one out of two polarizations can be much higher when values of L, p and  are relatively small, e.g. when the gNB strives to reduce the reporting overhead of Rel-16 codebook. 
[image: ]
Figure 11. An example of that K0 strongest coefficients are concentrated in one polarization (stronger coefficient is marked with larger index)
For rank 3 and 4, this phenomenon can be more profound due to limiting the overhead of higher rank codebook to be comparable to that of rank 2. The value of L, p and  of rank 3 and 4 codebook may be further reduced. As shown in Table III, the probability that no coefficient is reported in one polarization for different rank are list. The bandwidth is 10MHz and subband size is 4 RBs. For rank 1 and 2, L=2, p=1/4 and =1/4. For rank 4 with design Alt-p, p/2=1/8 is used to decide the number of FD basis for each layer. For rank 4 with design Alt-, /2=1/8 is used for each layer. In the table, Pi is the probability that only i layers without reported coefficient in one polarization in 4 layers. Therefore, the expectation for overhead saving can be calculated as .
Table III. The probability that no coefficient is reported in one polarization for different rank, L=2
	Fixed
rank
	Number of layers that K0 strongest coefficients are concentrated in one polarization
	Expectations for overhead savings

	Percentage of overhead saving

	
	only 1 layer
P1 
	only 2 layers
P2
	only 3 layers
P3
	only 4 layers
P4
	
	

	Rank 1
	6.62 %
	
	
	
	0.4340
	0.68 %

	Rank 2
	13.9%
	1.05%
	
	
	1.1620
	0.99 %

	Rank 4 with Alt-p
	30.03%
	33.32%
	18.96%
	4.42%
	8.5169
	6.92 %

	Rank 4 with Alt-
	27.27%
	34.51%
	21.84%
	4.89%
	16.4103
	9.83 %



Observation 6: The possibility of reporting instance, i.e. no coefficient is reported for given layer from the weaker polarization, can be obvious (e.g. 30%) for codebook parameter setting with small codebook configuration values and higher reporting rank.
Therefore if all coefficients in one polarization are all zero, the reference amplitude and bitmap indicating the location of reported coefficients corresponding to this polarization is redundant. As a result, the size of bitmap can be reduced to LM for a given layer. Based on our simulation shown in Table III, the saving of payload can be up to 9.8% of payload for a given codebook parameter setting. 
To further reduce the overhead, 4-bit indicator can be added in CSI part 1, where i-th bit is used to indicate whether no coefficient is reported in one polarization for layer i. If no coefficient is reported in one polarization for layer i, the reference amplitude of layer i are not reported in CSI part 2. Moreover, additional 1-bit is used to indicate the polarization with strongest coefficient and the size of bitmap is only LM. For example, considering that rank 4 with L=2, M=4 and /2=1/8 for each layer, if the 4-bit indicator in CSI part 1 is 1001, it means that no coefficient is reported in one polarization for layer 1 and layer 4. Correspondingly, the quantized reference amplitude is not reported and the bitmap only contain LM bits for the 2 layers in CSI part 2. As a result, LM*2+4*2-4-2 = 18 bits are be saved in total.
Proposal 11: In case of the weak polarization has no coefficient to be reported, 
· 4-bit indicator should be reported in UCI part 1 and each bit is used to indicate whether the weak polarization has no coefficient to be reported per layer.
· For the layer within which no coefficient is reported in the weaker polarization, the size of bitmap is LM in UCI part 2 with additional 1-bit to indicate the polarization associated to that bitmap. 

Codebook subset restriction
CBSR is an effective method to suppress the interference of adjacent cells through restriction of the direction and strength of some spatial beams. For R15 Type II codebook, the CBSR is implemented in two dimensions:
1) Restriction of spatial beam vectors. Part of  spatial beam vector groups are restricted, where each spatial beam group comprises  spatial beam vectors.
2) Restriction of the amplitude of spatial beam vectors. Because weak spatial beams do not cause strong interference to the other cells, in order to improve the freedom of beam selection, additional restriction of the WB amplitude is introduced to each of the restricted spatial beam vectors.
In RAN1 #95, it has been agreed that codebook subset restriction (CBSR) is supported when DFT-based compression is utilized for Type II codebooks. In AH1901, the CBSR for FD compressed codebook was discussed in some contributions, and it can be summarized into two types:
· Type 1: The spatial beam vectors and their corresponding amplitude of spatial-frequency coefficients are restricted.
· Type 2: The spatial beam vectors, FD basis vectors and their corresponding amplitude of spatial-frequency coefficients are all restricted.
In fact, the main purpose of CBSR is to control the direction and strength of spatial beams. For FD compressed codebook, the FD basis vectors correspond to the time domain taps of the fading channel. It is worth noting that the propagation delays involved in one beam is one of the basic characteristics of fading channels. The selection of FD basis cannot be restricted as the delay taps in time domain. Furthermore, due to the normalization in spatial-frequency LC coefficients quantization and the phase correction proposed in [6], the relationship between FD basis and channel delays becomes more complicated and unclear. It is hard to determine in advance which FD basis vector needs to be restricted to achieve the control of spatial beam.
For the FD compressed codebook, the WB amplitude of one spatial beam can be directly determined by the quantized amplitudes of M coefficients corresponding to this beam. Therefore, a simple and effective method of CBSR for compressed codebook is following the basic principles of existing CBSR for R15 Type II codebook without restriction of FD basis vectors. As a result, no additional fields need to be introduced to indicate the restricted FD basis vectors and the bitmap parameter n1-n2‑codebookSubsetRestriction in R15 can be reused. For example, the bit sequence B1 is used to indicate the restricted beam groups, and bit sequence B2 is used to indicate the maximum allowed amplitude of the strongest spatial-frequency coefficients corresponding to each of the restricted spatial beams. 
Observation 7: Restriction of WB amplitude corresponding to a spatial beam can be achieved just by restricting the amplitude of spatial-frequency coefficients corresponding to the beam. The bitmap parameter n1-n2‑codebookSubsetRestriction in R15 can be reused to indicate the CBSR of compressed codebook only by changing contents indicated by bit sequence B2.
Proposal 12: For the CBSR of FD compressed codebook, the principle of existing CBSR for R15 Type II codebook should be reused so that only spatial beam vectors and their corresponding amplitude of spatial-frequency coefficients are restricted.

Conclusions
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]The contribution discusses the codebook design or enhancement for Rel-16, based on which the following observations and proposals are made.
Observation 1: Codebook enhancement with L=6 will provide around 3% and 10% performance gain compared to L=4 in Rel-16 and Type-II codebook in Rel-15, respectively, with comparable reporting overhead and quantization complexity.
Observation 2: For 13-SB case, (L, p)=(6,1/4) has a better performance over (L, p)=(4,1/2) with less overhead. For the same overhead, L=6 has around 3% performance gain over L=4 for non-full traffic and around 5% performance gain for full-buffer traffic.
Observation 3: Specifying the frequency domain oversampling can ensure a proper phase rotation for frequency domain compression at the UE for efficient compression and performance gain.
Observation 4: Reducing p has the best performance-overhead trade-off beyond reducing β and L.
Observation 5: For rank 3 and 4 design, polarization based scheme that unequal number of FD basis is configured for different layers and polarizations can achieve the best performance v.s. overhead trade-off.
Observation 6: The possibility of reporting instance, i.e. no coefficient is reported for given layer from the weaker polarization, can be obvious (e.g. 30%) for codebook parameter setting with small codebook configuration values and higher reporting rank.
Observation 7: Restriction of WB amplitude corresponding to a spatial beam can be achieved just by restricting the amplitude of spatial-frequency coefficients corresponding to the beam. The bitmap parameter n1-n2‑codebookSubsetRestriction in R15 can be reused to indicate the CBSR of compressed codebook only by changing contents indicated by bit sequence B2.

Proposal 1: Both system performance improvement and CSI overhead reduction should be considered equally in CSI feedback enhancement in Rel-16.
Proposal 2: Support L=6 for the DFT-based compression codebook, at least for the case of 32 CSI-RS ports and rank 1 and 2.
Proposal 3: Confirm the working assumption with oversampling factor O3=4.
Proposal 4: Supporting R=2 is up to UE capability, whilst minimizing other specification changes/restrictions associated to R=2.
Proposal 5: For an edge subband with the subband size smaller than the size configured for CSI subband reporting, the UE shall report single subband PMI for that edge subband if R=2.
Proposal 6: The parameter L shall be constant across all ranks and all layers.
Proposal 7: The values of p used for quantization are based on a fixed relationship or a set of relationships with single configured high layer parameter indicating the values of p for rank 3 and 4 codebook.
Proposal 8: The value(s) of p is per polarization per layer group or per layer group.
Proposal 9: SD basis selection shall be common across all layers.
Proposal 10: A total number of non-zero coefficients across all layers should be reported in UCI part 1 to indicate the payload size of part 2.
Proposal 11: In case of the weak polarization has no coefficient to be reported, 
· 4-bit indicator should be reported in UCI part 1 and each bit is used to indicate whether the weak polarization has no coefficient to be reported per layer.
· For the layer within which no coefficient is reported in the weaker polarization, the size of bitmap is LM in UCI part 2 with additional 1-bit to indicate the polarization associated to that bitmap.
Proposal 12: For the CBSR of FD compressed codebook, the principle of existing CBSR for R15 Type II codebook should be reused so that only spatial beam vectors and their corresponding amplitude of spatial-frequency coefficients are restricted.
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Appendix I
	Parameters
	Dense Urban (Macro layer only)

	Duplex mode
	FDD

	Carrier frequency
	4GHz

	Subcarrier spacing
	15kHz for 10MHz

	System bandwidth
	10MHz (13 subbands, 4 PRBs for each subband)

	Layout
	Hexagonal grid, 3 sectors per site, 19 macro sites

	Channel model
	SCM-3D-UMa

	Inter-BS distance
	200m

	Minimum distance
	35m

	BS antenna height
	25m

	BS Tx power
	41dBm

	BS antenna configuration
	 (M, N, P, Mg, Ng, Mp, Np) = (8,8,2,1,1,2,8), (dH, dV) = (0.5, 0.8) λ

	UE antenna configuration
	(M, N, P, Mg, Ng, Mp, Np) = (1,1,2,1,1,1,1) / (1,2,2,1,1,1,2); 
the polarization angles are 0 and 90

	UE distribution
	80% indoor, 3km/h; 20% outdoor, 30km/h

	UE receiver
	MMSE-IRC

	MIMO scheme
	SU/MU-MIMO switch for overhead reduction;
SU-MIMO for higher rank of Type II

	Scheduler
	PF

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes

	Feedback assumption
	Realistic

	Channel estimation
	Realistic
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