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In RAN1 #96, the following agreements on RACH design for IAB was achieved:
	Agreements:
· New RACH configurations specific to IAB nodes are derived with extension of existing Rel 15 RACH configurations obtained by:
· scaling the parameter ‘x’ from the PRACH configuration table, and
· by adding an offset y_offset to the parameter ‘y’ (frame-based offset) and/or adding an offset to the slot/subframe number (slot/subframe-based offset) from the PRACH configuration table.
· FFS values and ranges for scaling factor applicable to ‘x’ and for y_offset.
· FFS whether a simple extension rule can be generally applied to all existing configurations leaving it up to the network to not use resulting configurations that may not fit other system constraints.  


In this contribution, we discuss the remaining issues on RACH configuration for IAB backhaul link.
[bookmark: _Ref129681832]Discussion
Remaining issues of IAB PRACH configurations
According to the agreement in RAN1 #96, the values and ranges for scaling factor applicable to ‘x’, the frame offset applicable to ‘y’ and the subframe/slot number offset to the existing PRACH configurations should be further studied. Considering the above, there are essentially two issues: the scaling of ‘x’ is for longer backhaul RACH periodicity; the offset applied to ‘y’ or subframe/slot number offset are for TDM backhaul RACH resources across adjacent hops. We will analyze potential values separately.
· Scaling factor applicable to ‘x’
In Rel-15 NR, 10 bits is used to represent the system frame number. The SFN is increment by 1 every 10ms and the maximum number of SFN is 1023. To ensure that the PRACH resources are located on the same system frame in different “SFN circles”, the periodicity of PRACH resource in Rel-15 are also designed as power of 2, i.e. 1,2,4,8. In IAB, we should follow the principals of Rel-15 PRACH which requires the ‘x’ after scaling should be power of 2.  
The intention of scaling ‘x’ is to reduce the overhead of parent nodes on its child backhaul links. It is relative rare that a new IAB node is setup and perform initial access in a specific area. Hence, a dense PRACH resources in time domain for child nodes is inefficient. And for initial setup of IAB, since its DU is not setting up, there is no UE connecting to the IAB at this stage, longer random access delay for IAB MT is acceptable. According to the existing PRACH configuration table, the maximum PRACH period is 160ms. With the current largest period, considering the PRACH resource overhead after scaled becomes 1/8 of original configuration, the maximum period after scaling should be 1280ms. Even longer PRACH resource period are not necessary. 
Proposal 1: Two constraints on scaling factor values should be considered: the scaling factor should be the power of two; the ‘x’ after scaling should not exceed 128. 
· Frame offset applicable to ‘y’
To multiplex the backhaul PRACH resources among adjacent hops in time, an offset called y_offset can be applied to ‘y’ in the existing configurations. Apparently, the frame offset y_offset plus original ‘y’ should not be greater than or equal to corresponding ‘x’ in the configuration table.
As the ‘x’ may be scaled, the maximum available range of y_offset is related to the corresponding scaled ‘x’ value. Assume the period after scaling is 1280ms, in this case y_offset has 127 possible values. To support such large number of values is not necessary because there may be no need to support so many TDMed resource locations. On the other hand, the signaling of indicating y_offset will consume more bits if value range of y_offset is large. Therefore, the frame offset values should be network implementation in general but should not be larger than 15.
Proposal 2: The frame offset y_offset applicable to ‘y’ in different PRACH configuration should not exceed 15. 
· Slot number offset 
Another solution to TDM backhaul RACH resources among adjacent hops is to configure an offset on slot numbers which indicates the presence of RACH occasion. In current Rel-15 PRACH configuration table, the slot numbers with ROs are designed to match the TDD UL-DL configuration period. Typically, for 1ms TDD configuration period, ROs are expected to be mapping on slots {3, 7, 11, 15, 19, 23, 27, 31, 35, 39} and for 1.25ms TDD configuration period, slots {4, 9, 14, 19, 24, 29, 34, 39} are considered to be RACH slots. Figure 1 shows examples of TDD configuration period and corresponding ROs.


Figure 1 Examples of TDD configuration period and corresponding RO locations on slots
Within a TDD configuration period, from UE point of view, the first one or few slots/symbols are usually used for downlink reception, while the last one or few slots/symbols are configured for uplink transmission. In Rel-15 PRACH design, slots with ROs are usually located at the last slot of a TDD configuration period, as shown in Figure 1. Assume a positive offset value is applied to RO slot, the valid ROs will be shifted to DL slots, which may introduce interference in the network and should be avoided. Therefore, negative offset value is recommended. Some potential offset values like -1, -2 can be considered and specified as candidate configuration values.
Proposal 3: A slot level offset to the existing PRACH configurations should be specified and the values should at least include {-1, -2}.
In current specification, some rules are defined on valid PRACH occasion for Rel-15 UEs. Such as UE does not transmit PRACH in the slot if a transmission would overlap with any symbol from the set of symbols for reception of SS/PBCH blocks. For an IAB node MT, similar to Rel-15 UEs, if an offset or scaling configuration make any ROs overlapped with SS/PBCH or any other slots/symbols indicated as downlink by TDD-UL-DL-ConfigurationCommon, or TDD-UL-DL-ConfigDedicated, the ROs becomes invalid. It is up to network implementation to not use resulting configurations that may not fit other system constraint. Besides, some other potential constraints may need to be considered due to the design in IAB resource allocation, as described in our companion paper [1].
Proposal 4: With rules defined in Rel-15 and some potentially constraints introduced by IAB resource allocation, it is up to network implementation to not use resulting configurations that may not fit other system constraint.
IAB Backhaul RACH resources for initial access
The PRACH resources on backhaul link are used for IAB MT initial access. As a possible implementation, the RACH resources on child backhaul link can choose a preamble format which support longer distance than the access UEs. To reduce the overhead, a longer backhaul link PRACH periodicity can configured. The PRACH configurations for the IAB node needs to be broadcasted in RMSI to the IAB node MT. The backhaul RACH configuration may include PRACH configuration index, scaling factor on ‘x’, offset on ‘y’ and slot numbers, SSB associating information, the PRACH root sequence index etc. This may consume tens or even hundreds of bits. To avoid UE experiences long access delay, usually the network will not broadcast RMSI with a long periodicity. In Figure 2, a 20ms RMSI period is assumed and IAB backhaul PRACH is broadcasting with every RMSI. Since the number of IAB node probably is small in a specific area, and IAB node initial access is a relative rare, broadcasting backhaul RACH resources along with every RMSI has high overhead and may be not necessary.
Observation: IAB Backhaul RACH configurations broadcasting with RMSI has high overhead and short broadcasting period may be unnecessary.


Figure 2. A schematic diagram of IAB PRACH configuration overhead in RMSI
One solution is to support only a subset of RMSI has IAB backhaul RACH configurations. In another words, IAB backhaul RACH configurations are still broadcasting in RMSI but with a longer period. Thus, the overhead of IAB backhaul RACH can be reduced, and the IAB node MT can still obtain IAB backhaul RACH by receiving the RMSI which including IAB backhaul RACH configurations. Since the IAB backhaul RACH is transparent to Rel-15 UEs, so the enhancements on RACH configuration signaling for IAB (RMSI) should not have any impact to UEs.
Proposal 5: Some enhancements should be considered to reduce the overhead of broadcasting backhaul RACH configurations.
Conclusions
In this contribution, we discuss the RACH design for IAB. Based on the discussion, we have the following observation and proposals：
Observation: IAB Backhaul RACH configurations broadcasting with RMSI has high overhead and short broadcasting period may be unnecessary.
Proposal 1: Two constraints on scaling factor values should be considered: the scaling factor should be the power of two; the ‘x’ after scaling should not exceed 128. 
Proposal 2: The frame offset y_offset applicable to ‘y’ in different PRACH configuration should not exceed 15. 
Proposal 3: A slot level offset to the existing PRACH configurations should be specified and the values should at least include {-1, -2}.
Proposal 4: With rules defined in Rel-15 and some potentially constraints introduced by IAB resource allocation, it is up to network implementation to not use resulting configurations that may not fit other system constraint.
Proposal 5: Some enhancements should be considered to reduce the overhead of broadcasting backhaul RACH configurations.
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