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1	Introduction
[bookmark: _Hlk528935734][bookmark: _GoBack]In the Rel-16 work item description (WID) on “Additional enhancements for NB-IoT”, one of the objectives is to improve the multi-carrier operation as follows [1].

· Specify scheduling multiple DL/UL transport blocks with or without DCI for SC-PTM and unicast [RAN1, RAN2]
· Enhancement of SPS can be discussed.

In this contribution, we discuss further discuss of scheduling multiple DL/UL transport blocks with single DCI in the scope of Rel-16 NB-IoT.
[bookmark: _Ref178064866]2	Unicast
Earlier RAN1 agreements for unicast:
	RAN1#94 agreement
For unicast, scheduling multiple DL/UL transport blocks with single DCI is supported.

RAN1#94 agreement
For unicast, the possibility of scheduling multiple DL/UL transport blocks is configured via RRC. Details TBD

RAN1#94 agreement
For unicast, the number of TBs scheduled should be dynamically indicated in the DCI, the maximum number of TBs is FFS

RAN1#94bis agreement
The UE should only monitor one DCI size in the UE specific search space.

RAN1#94bis working assumption
For UE supporting multiple TBs, the soft buffer size stays the same as that of the legacy UE

RAN1#94bis agreement
Individual feedback for each HARQ process is supported. 
FFS if HARQ bundling/multiplexing can be optionally supported.

RAN1#95 agreement
For multi-TBs scheduling
· UL: I_sc for each TB is same

RAN1#95 agreement
Confirm the working assumption that for UE supporting multiple TBs, the soft buffer size stays the same as that of the legacy UE.

RAN1#95 agreement
For UL/DL unicast, at least consecutive resource allocation in time is supported when multiple TBs are scheduled by one single DCI. 
· ‘consecutive resource allocation in time’ means no new scheduling gap between the end of previous TB and the start of the next TB 
FFS: Whether scheduling gaps is also supported
FFS: How to schedule repetitions within the consecutive resource allocation

RAN1#95 agreement
For unicast, when multiple DL/UL transport blocks are assigned by a single DCI, the relationship(s) between HARQ process and TB is/are selected from the following two candidates (multiple choices are allowed)
· Relationship 1: 1 HARQ process corresponds to 1 TB
· Relationship 2: 1 HARQ process corresponds up to 2 TBs

RAN1#95 agreement
Maximum UL HARQ process supported is 2.

RAN1#95 agreement
Maximum DL HARQ process supported is 2.

RAN1#96 agreement
One DCI can be used to schedule both initial and retransmission of different HARQ processes.

RAN1#96 agreement
For unicast, when all the TBs are scheduled by one DCI
· MCS, repetition number, resource allocation, are common across all UL transport blocks
· There is a single field for each of the following as in Rel-15: Scheduling delay, DCI subframe repetition number, Flag for differentiation
· MCS, repetition number, resource assignment, are common across all DL transport blocks
· There is a single field for each of the following as in Rel-15: Scheduling delay, DCI subframe repetition number, NPDCCH order indicator, Flag for differentiation
· FFS: HARQ-ACK resource

RAN1#96 agreement
For unicast, relationship 1 is supported: 1 HARQ process corresponds to 1 TB
· FFS: Whether to support relationship 2 (1 HARQ process corresponds up to 2 TBs) in addition to relationship 1
· RAN1 will make decision on the support for the FFS part in RAN1#96bis

RAN1#96 agreement
For unicast, scheduling gaps between TBs scheduled by one single DCI are not supported for relationship 1

RAN1#96 agreement
For TBs scheduled by one DCI that are contiguous, the ACK/NACK resources are back-to-back. FFS details.



Earlier RAN2 agreements for unicast:
	RAN2#103bis agreement
SPS is not supported for NB-IoT in Release 16. Enhancements for “SR with SPS for BSR” can be considered.

RAN2#104 agreement
Multiple TB scheduling is supported for UEs in connected mode. It is FFS if it is supported for EDT.
UEs in connected mode are configured with multiple TB scheduling via dedicated RRC signalling assuming that a new DCI format is introduced. This is pending RAN1 agreement.
UEs report capability to indicate support of multiple TB scheduling in connected mode.



2.1	On the gains from scheduling multiple TBs with a single DCI
Figure 1 and Figure 2 compare the maximum NPDSCH and NPUSCH throughput when 2 HARQ processes are used with two TBs are scheduled by one DCI. Rel-14 scheduling restrictions are considered. From the figures we can see that when the UEs are in good coverage, there is no improving of the peak throughput if we use one DCI to schedule two TBs. This is because the starting point of the second TB can be reached by DCI2 which is in the same search space as DCI1.

[image: ]
[bookmark: _Ref521510318][bookmark: _Ref521573285]Figure 1: DL peak throughput comparisons
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[bookmark: _Ref521573293]Figure 2: UL peak throughput comparisons

[bookmark: _Ref521508301]Table 1: k0 for DCI format N1
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	0
	0

	1
	4
	16

	2
	8
	32

	3
	12
	64

	4
	16
	128

	5
	32
	256

	6
	64
	512

	7
	128
	1024


[bookmark: _Ref521508303]
[bookmark: _Ref525228116]Table 2: k0 for DCI format N0
	

	


	0
	8

	1
	16

	2
	32

	3
	64



However, the benefit of using one DCI to schedule two TBs becomes obvious if a larger number of repetitions is needed in the case when lots of data needs to be communicated. Table 1 and Table 2 show the current scheduling delays for the DL and UL in the NB-IoT. For the DL, if the configured Rmax is less than 128, the maximum delay is 128 NB-IoT DL subframe(s). If the configured Rmax is larger than 128, the maximum delay is 1024 NB-IoT DL subframe(s). For the UL, the maximum delay is 64 subframes. Recall that in NB-IoT, the maximum number of repetitions for NPDSCH is 2048, and for NPUSCH it is 128. The repetition is done in terms of NSF in NPDSCH, and NRU in NPUSCH.
[bookmark: _Toc347823812][bookmark: _Toc347823993][bookmark: _Toc347824244][bookmark: _Toc4770739]Due to the limited range of scheduling delay values a DCI can point to, the benefits of using one DCI to schedule two TBs are more obvious for UEs requires more repetitions, especially in the case when lots of data needs to be communicated, both in the DL and UL.
To be more specific and use the DL as an example, we consider 2536 bits TB needs to be repeated 16 times to reach a UE, and we assume Rmax = 16. In this case, the first TB requires 160 NB-IoT DL subframes to be transmitted. Since the maximum scheduling delay is 128, the scheme depicted in Figure 1 cannot be used. Figure 3 depicts the scheduling comparisons of this example. If 2 HARQ processes are used, we can achieve ~ 11 kbps. But if we use one DCI to schedule two TBs, we can achieve ~19 kbps, which is a 70% increase in throughput. In the UL, this is more beneficial, as the maximum scheduling delay a DCI can point to is only 64. 
[bookmark: _Toc4770740]Significant throughput increase can be achieved by using one DCI to schedule two TBs comparing to using two HARQ processes, especially for UEs in extended coverage that require more repetitions.
 


[bookmark: _Ref521512200]Figure 3: Example of DL scheduling

[bookmark: _Hlk521333799]2.2	On mapping of a HARQ process to multiple TBs
RAN1 has discussed to allow a single DCI to schedule more than one TB per HARQ process. Notice that, in the simulation in [3], it shows that comparing to using a TB size of 2536 bits, using four TBs of 680 gives better performance due to lower code rate. However, the simulation results in [3] only show a corner case, as due to the size limitation of the TBS table, no lower code rate of a larger TBs is included in Rel-14. This was with the expectation that larger TBs with higher code rate will be used only for UEs with good coverage, and usually repetitions are not expected with such larger TBs. Therefore, the use case in [3], i.e., larger TB with lots of repetitions cannot be justified. With the number of TBs being limited to two as agreed, the gain of dividing a larger TB to be smaller ones is expected to be reduced. Furthermore, the simulation in [3] does not take the potential overhead into account and the potentially complicated interactions between L1 and L2. Notice that usually segmentation is a L2 functionality. RAN1 specifications do not touch how to identify a proper TB size, as PHY gets such information directly from MAC.
[bookmark: _Toc4770741]Supporting relationship 2 requires splitting 1 HARQ process into 2 TBs requires PHY segmentation, which is a new functionality that should not be considered unless the impacts on the interaction between PHY and MAC are sufficiently understood. 
When a HARQ process is divided into two TBs, the corresponding L2 signalling may also need to be modified. For example, headers may be needed to keep the TBs in orders. Also, if one of the TBs needs to be retransmitted, it is not clear how to handle the ongoing HARQ process. It will be expensively complicated if two HARQ processes are used, and 4 TBs need to be individually handled. To be more specific, there are several drawbacks of increasing only the number of TBs without increasing the number of HARQ processes. If we divide one HARQ process into two TBs, it means the HARQ process cannot be finished until all the TBs are acknowledged. This introduce excessive delays in the higher layer as the RLC sliding window cannot move forward. Moreover, each of the TBs need to be individually acknowledged to reduce the retransmission overhead. Hence, comparing to increasing the number of HARQ processes, there is little gain to divide one HARQ processes to two TBs, as the DCI design still needs to cater the case that each of the TB needs to be individually tracked by the physical layer. In our view, it is difficult to justify the use case of dividing one HARQ process into two TBs. Especially from the example we outlined above, we can clearly see that the benefits of using one DCI to schedule multiple TBs is to benefit the UEs in extended coverage, where the scheduling delay values in the DCI are the limiting factor. Therefore, it is better to have the same number of TBs as the number of HARQ processes.
[bookmark: _Toc4770742]For unicast, do not further consider mapping of a HARQ process to multiple TBs, i.e., do not support relationship 2.
2.4	On interleaving of TBs scheduled by the same DCI
In [3] and [5], it is pointed out that it is beneficial if the multiple TBs scheduled by the same DCI are interleaved. This gives time diversity and improve the decoding performance. However, the evaluations in [3] and [5] focused only on the performance of initial transmission. If we take the HARQ retransmission into account, similar time diversity can be expected. Furthermore, depending on how the retransmission is designed in the case when multiple TBs are scheduled by the same DCI, if multiple TBs are interleaved, the benefit of reducing delays as claimed in [5] may not be realized.
[bookmark: _Toc4770743]Do not support interleaving of TBs scheduled by the same DCI.
[bookmark: _Hlk521335720]2.5	HARQ retransmission
One DCI can be used to schedule both initial and retransmission of different HARQ processes. By examining Table 3 and Table 4, we notice that if the DCI is used for both initial and retransmission, at least the NDI field need to be extended. Furthermore, it is somewhat restricting that the initial transmission of a HARQ process is required to have the same settings as the retransmission of another HARQ process that is scheduled by the same DCI. Therefore, considering the trade-off between flexibility and DCI size overhead, it should also be possible to schedule only the retransmission by using a single DCI, which has the same size as the one that schedules more than one TBs.
[bookmark: _Toc4770744]When using one DCI to schedule multiple TBs, the retransmission of a TB for a HARQ process can be either scheduled individually or together with a new initial TB transmission of another HARQ process. 
[bookmark: _Toc4770745]Extending the NDI field to support retransmission of different HARQ processes. 

[bookmark: _Ref4196403]Table 3: DCI Format N0 used for scheduling NPUSCH Format 1
	Information
	Size [bits]
	Possible settings

	Flag for format N0/N1
	1
	DCI N0 or DCI N1

	Subcarrier indication
	6
	Allocation based on subcarrier index
3.75 kHz spacing: {0}, {1}, ., or {47}
15 kHz spacing:
1-tone allocation: {0}, {1}, ., or {11}
3-tone allocation: {0, 1, 2}, {3, 4, 5}, {6, 7, 8}, {9, 10, 11}
6-tone allocation: {0, 1,.,5} or {6, 7,.,11}
12-tone allocation: {0, 1,.,11}

	NPUSCH scheduling delay
	2
	8, 16, 32, or 64

	DCI subframe repetition number
	2
	Depending on Rmax, either 1, 2, 4, or Rmax/8, Rmax/4, Rmax/2, Rmax

	Number of RUs
	3
	1, 2, 3, 4, 5, 6, 8, or 10

	Number of NPUSCH repetition
	3
	1, 2, 4, 8, 16, 32, 64, or 128

	MCS
	4
	0, 1, … or 13, for indexing the row of the NPUSCH TBS table

	Redundancy version
	1
	Redundancy version 0 or 2

	New data indicator (NDI)
	1
	NDI toggles for new TB or does not toggle for same TB

	HARQ process number 
	1
	0, 1, only present when two HARQ processes are configured



[bookmark: _Ref4196406]Table 4: DCI Format N1 used for scheduling NPDSCH
	Information
	Size [bits]
	Possible settings

	Flag for format N0/N1
	1
	DCI N0 or DCI N1

	NPDCCH order indication
	1
	Whether the DCI is used for NPDSCH scheduling or for NPDCCH order

	Additional time offset for NPDSCH (in addition to a minimal 4-ms gap)
	3
	Rmax < 128: 0, 4, 8, 12, 16, 32, 64, or 128 (ms)
Rmax >= 128: 0, 16, 32, 64, 128, 256, 512, or 1024 (ms)

	DCI subframe repetition number
	2
	Depending on Rmax, either 1, 2, 4, or Rmax/8, Rmax/4, Rmax/2, Rmax

	Number of NPDSCH subframes per repetition
	3
	1, 2, 3, 4, 5, 6, 8, or 10

	Number of NPDSCH repetition
	4
	1, 2, 4, 8, 16, 32, 64, 128, 192, 256, 384, 512, 768, 1024, 1536, or 2048

	MCS
	4
	0, 1, … or 13, for indexing the row of the NPDSCH TBS table

	NDI
	1
	NDI toggles for new TB or does not toggle for same TB

	HARQ-ACK resource
	4
	15 kHz subcarrier spacing:
· Time offset value: 13, 15, 17, or 18
· Subcarrier index: 0, 1, 2, or 3
3.75 kHz subcarrier spacing:
· Time offset value: 13 or 17
· Subcarrier index: 38, 39, 40, 41, 42, 43, 44, or 45

	HARQ process number 
	1
	0, 1, only present when two HARQ processes are configured



3	Multicast
Earlier RAN1 agreements for multicast:
	RAN1#94 agreement
One DCI to schedule multiple TBs for SC-MCCH is not supported

RAN1#94bis agreement
Using one DCI to schedule multiple TBs for SC-MTCH is supported, and it is configured and enabled per SC-MTCH via SC-PTM configuration message in SC-MCCH.

RAN1#95 agreement
The maximum number of TBs for multicast is one of [4, 8]
· FFS: Whether the TBs are back to back without gap

RAN1#96 agreement
For SC-MTCH, the maximum number of TBs scheduled is 8.

RAN1#96 agreement
For SC-MTCH, all the TBs scheduled by one DCI use the same resource assignment, MCS and repetition number.

RAN1#96 agreement
For SC-MTCH multiple TBs scheduling, down-select from the following options:
1. Modify existing DCI to indicate the number of scheduled TBs (e.g. by adding new field)
1. Reuse Rel-15 DCI and use SC-MCCH to indicate TB numbers.
1. Support both a) and b)



Earlier RAN2 agreements for multicast:
	RAN2#103bis agreements:
Working assumption: For MTCH in SC-PTM, configuration for multiple scheduling is transmitted in MCCH. Backwards compatibility is FFS.

RAN2#104 agreements:
RAN2 intends to support separate/shared SC-MTCH transmission.



To maintain good scheduling flexibility, to schedule a single segment should be supported. Notice that there are no spare bits in the Rel-15 DCI for SC-MTCH. Therefore, to reuse Rel-15 DCI and use SC-MCCH to indicate TB numbers is very inflexible. The network needs to have resource for all the TBs before initializing a transmission. This would be very difficult, especially when many TBs are configured with repetitions. In consequence, the UE must stay up for a longer time, as the UE needs to monitor the DCI for the scheduling information. This has a significant impact on UE battery life. Therefore, option a) is preferred both from UE and network point of view.
[bookmark: _Toc4770746]Modify existing DCI to indicate the number of scheduled TBs (e.g. by adding new field).
Considering that the current SC-MTCH DCI is much smaller than the unicast DCI, it should be feasible to introduce some additional bits in the SC-MTCH DCI to indicate the number of scheduled SC-MTCH segments. At the same time, the increase of the DCI size should be kept to a minimum to obtain maximum coverage. Considering both DCI size increase and scheduling flexibility, it is proposed to introduce 2 bits indicating the number of SC-MTCH segments in the set {1, 2, 4, 8}, and use the same MCS, resource assignment, and repetitions for all the segments.
[bookmark: _Toc4602149][bookmark: _Toc4770747]Introduce 2 more additional bits in the DCI to indicate the number of scheduled SC-MTCH segments as 1, 2, 4 or 8.
Is has been discussed whether scheduling gaps should be introduced for SC-MTCH between the TBs. One motivation for this is to align the scheduling between legacy SC-MTCH and the newly introduced SC-MTCH. However, to support such feature, a significant large gap needs to be introduced, due to the broadcast nature of the SC-PTM service. It reduces the scheduling flexibility both for the legacy and new UEs. Moreover, this also increase the UE power consumption, as the UE needs to stay awake longer to finish receiving SC-MTCH. Monitoring the DL search space for DCI consumes more energy than letting the UE finish receiving the SC-MTCH quicker and turning off the receiver. Moreover, due to the broadcast nature of SC-PTM, it is preferred to configure the new UE to listen to the legacy channel, if the service targets both legacy and new UEs.
[bookmark: _Toc4770748]For SC-PTM when one DCI schedules multiple TBs, no additional scheduling gap is supported between any of the two consecutive TBs.
5	Conclusion
In the previous sections we made the following observations: 
Observation 1	Due to the limited range of scheduling delay values a DCI can point to, the benefits of using one DCI to schedule two TBs are more obvious for UEs requires more repetitions, especially in the case when lots of data needs to be communicated, both in the DL and UL.
Observation 2	Significant throughput increase can be achieved by using one DCI to schedule two TBs comparing to using two HARQ processes, especially for UEs in extended coverage that require more repetitions.
Observation 3	Supporting relationship 2 requires splitting 1 HARQ process into 2 TBs requires PHY segmentation, which is a new functionality that should not be considered unless the impacts on the interaction between PHY and MAC are sufficiently understood.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For unicast, do not further consider mapping of a HARQ process to multiple TBs, i.e., do not support relationship 2.
Proposal 2	Do not support interleaving of TBs scheduled by the same DCI.
Proposal 3	When using one DCI to schedule multiple TBs, the retransmission of a TB for a HARQ process can be either scheduled individually or together with a new initial TB transmission of another HARQ process.
Proposal 4	Extending the NDI field to support retransmission of different HARQ processes.
Proposal 5	Modify existing DCI to indicate the number of scheduled TBs (e.g. by adding new field).
Proposal 6	Introduce 2 more additional bits in the DCI to indicate the number of scheduled SC-MTCH segments as 1, 2, 4 or 8.
Proposal 7	For SC-PTM when one DCI schedules multiple TBs, no additional scheduling gap is supported between any of the two consecutive TBs.
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