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[bookmark: _Ref523752768][bookmark: _Ref129681832]This contribution is the update of R1-1901571, which includes the updated simulation results in section 2.5.
[bookmark: OLE_LINK38]During RAN1 Ad-Hoc# 1901 meeting, the evaluation methodologies for study of power saving schemes on time/frequency/antenna adaptation to the traffic and UE power consumption characteristics were discussed, the following agreements on were achieved in [1]. 
Agreements:
Companies should state their assumptions for power modelling of power saving signal/channel reception in their evaluation results:
· The power level (slot-averaged) for power saving signal reception
· Also whether it is incremental to sleep power or not
· In the case power saving signal indicates no further activity, any reduction in the reference energy overhead for transition (when applicable, e.g. from/to deep/light sleep)
· Also any reduction in transition time (if assumed)
· In the case power saving signal indicates further activity, time gap from power saving signal to start of full functionality (e.g. DRX ON duration)
· The reference energy overhead for transition (when applicable) from deep/light sleep should be accounted for fully
· Any additional power for the time gap, e.g. microsleep power, or energy overhead

Agreements:
Evaluation results (including power saving gain, UPT/latency, overhead, etc) may be categorized to facilitate alignment across companies according to the following configurations / assumptions:
· FR1, FR2
· DRX configuration 
· (if enabled) DRX cycle, ON duration, inactivity timer
· Any adjustments to recommended DRX configuration
· Traffic model
· Evaluation method: SLS, numerical simulation, numerical analysis
· In case of SLS, any other traffic load assumptions, e.g. number of UEs
· For simulation approach, any additional simulation assumptions
· UE SINR assumption
· Average, and/or 95/50/5 percentile
· High, medium, low SINR and/or physical layer throughput
· Whether and how UL is modelled
· Periodic activity modelling assumptions
· Including synchronization/channel tracking, beam management
· Power saving signal/channel power model assumption (if applicable)

Conclusion:
In addition to reporting the power saving gain as a percentage, companies are encouraged to report how the gain is calculated, at least including the absolute average power for the proposed scheme and the absolute average power for the baseline. This may facilitate adjustment of results for alignment across different companies. 

Agreements:
· For evaluation purpose, it is assumed that a periodicity of max(DRX cycle, [160 msec]) is the baseline for periodic activities, e.g. time/frequency, channel or beam tracking (if applicable)
· Other periodicity values are not precluded – companies to report if other values are assumed
· Companies to report detailed assumptions, e.g. the resources used, the relative timing relationship between DRX cycle and periodic activity, whether and how UL reporting is done, etc.
In this paper, system-level evaluation results are provided for the power saving schemes in time/frequency/antenna domain adaptation. 
Evaluation results
This section intends to provide evaluation results for power saving techniques discussed in the companion contribution [2]. The results are updated from the contribution in the last meeting by using the newly agreed assumption for simulation. The background activity is considered and the power consumption of power saving signaling if applicable is considered. The detailed assumptions are aligned with the agreements in the ad-hoc meeting and reported in the respective sections.
Evaluation of wake-up signaling
In this section, FR1 UE power model is assumed as agreed in RAN1 94bis [3], the evaluation methodology of slot-level relative power consumption as agreed in RAN1#95 [4]] is adopted. And we update the evaluation results based on the updated simulation assumption agreed in 201901 Ad-hoc meeting. The background activity is considered in the evaluation and the absolute value for power consumption is also provided to facilitate the comparison of results from proponents. 
We compare the scheme of introducing a wake up signal before DRX cycle begins with legacy C-DRX operation (as baseline) in terms of power consumption, latency, UE perceived throughput (UPT) and estimated overhead. In our simulations, traffic model of FTP model 3 is simulated under different DRX configurations with packet size 0.5 Mbytes and packet arrival rate 200ms. The power consumption of legacy C-DRX operation is shown in Table 1, the power consumption is calculated as average consumed power unit per millisecond. In DRX scheme, UE can be configured with a short DRX cycle and a long DRX cycle. For simplicity, only long DRX cycle is configured in the simulation. Other simulation parameters are listed in Table8. in the Appendix.
[image: ]
· Figure 1. WUS signaling to indicate UE whether to wake up or not before DRX ON duration
In the simulations, the gap between WUS occasion and first slot of DRX on duration is 3 milliseconds. This gap is used for UE to “wake-up” (e.g. active modem circuit) to get ready for PDCCH monitoring and PDSCH receiving when WUS is detected. As shown in Figure 1, in order to minimize the scheduler impact, no prediction for data arrival is assumed: when the occasion of WUS is coming, the gNB will check whether there is traffic in the buffer at the time of WUS occasion. Then if there is no traffic in the buffer, the WUS will not be transmitted to let UE skip PDCCH monitoring for the whole DRX cycle. Otherwise, the WUS will be transmitted to “wake up” UE. 
Regarding the power consumption due to the detection of wake-up signaling, the relative power values for WUS detection is assumed as 30 power units, which is based on the link level evaluation results and analysis in the companion paper [2] 1/3 of transition energy between PDCCH detection and sleep state is assumed in the simulation as the power consumption of transition between WUS detection and sleep state. Periodic background activity for time/frequency tracking processing is also assumed in the simulation, where the background activity processing periodicity is decided by max(DRX cycle, 160msec) and it is performed by UE at the time occasion which 6 milliseconds before DRX on duration. The relative power value for background activity processing is assumed as 100 power units. 
For resource overhead evaluation, the resource overhead corresponds to different SNR summarized in [2] are considered as the input in the system level evaluation. It is assumed that WUS is transmitted as the form of DCI and each WUS transmission can indicate 4 UEs whether to wake up. There is no clear agreement on the definition of resource overhead in the last meeting. In our simulation, we use the average number of REs per each transmitted information bit as the metric for evaluation of the resource overhead, which can be calculated as:

The evaluation results of WUS with multiple UEs in a cell for different cases are shown in Table 1. 
· Table 1. Simulation results of WUS for different cases
	Power saving scheme
	Power saving gain
	Power saving gain
(average power consumption in absolute power units for Baseline/proposed)
	UPT/Latency loss for each configuration
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Note

	Wake-up signaling
	0.2%
~
17.79%
	0.2%
(97.75/97.55)
	2.28%/8.34%
	3.69*10-6

	(320,200,10)
	10 UEs in a cell

	
	
	3.71%
(84.95/81.8)
	0.49%/2.27%

	1.96*10-6

	(320,80,10)
	

	
	
	4.47%
(88.45/84.5)
	5.27%/2.22%
	6.00*10-6

	(160,100,8)
	

	
	
	4.32%
(76.45/73.15)
	6.02%/5.52%
	3.90*10-6

	(160,40,8)
	

	
	
	13.91%
(74.75/64.35)
	15.76%/9.88%
	1.92*10-5

	(40,25,4)
	

	
	
	17.79%
(65.75/54.05)
	16.09%/4.78%
	1.44*10-5

	(40,10,4)
	


Small(less than 5%) power saving gain can be observed in large DRX cycle from the above table, more power saving gain (large than 10%) is observed in short DRX cycles as more ratio of DRX cycle can be skipped. In addition, larger power saving gain can be obtained at cost of more UPT loss, because when more DRX cycles are skipped, more packets may have to wait for more time to be transmitted, then cause more UPT loss. For estimated overhead of WUS with the form of DCI, the resource overhead is acceptable (between 10-6~10-5 RE per each transmitted information bit) and potentially the solution of reduction of the resource overhead for WUS can be further studied.
Evaluation of go-to-sleep signaling
The evaluation results are updated by considering the updated simulation assumptions agreed in RAN1 Ad-hoc meeting in January 2019. The background activity is considered and the resource overhead is calculated based on the link level evaluation in the companion paper [2]. There is no additional power consumption assumed for GTS detection compared with the detection power of PDCCH only. It is assumed that GTS is transmitted as the form of group-based DCI, and 8 UEs multiplexing in one DCI is assumed for GTS signaling.
For go-to-sleep (GTS) signaling, as shown in Figure 2, during the active time for PDCCH monitoring, GTS signaling indicates UE to skip several slots of PDCCH monitoring. The duration of the skipped slots is also referred as GTS duration. A simple rule is assumed for GTS signaling in the simulation: when DL buffer of a UE is empty (DL-transmission-only is assumed), gNB indicates the UE to sleep for GTS duration. The GTS duration used in our simulation is: 2ms, 4ms, 8ms or 16ms, each of which is configured and evaluated separately. It is worth noting that the slot where GTS signaling is detected is accounted as PDCCH-only slot in our simulation. Other simulation assumption and simulation cases are same with those of WUS.

[bookmark: _Ref533783742]Figure 2. GTS signaling to indicate a UE to skip PDCCH monitoring
The evaluation results of GTS signal with multiple UEs in a cell for different cases are shown in Table 2.
· Table 2. Simulation results of GTS signal for different cases
	Power saving scheme
	Power saving gain
	Power saving gain (average power consumption in absolute power units for Baseline/proposed)
	UPT/Latency loss for each configuration
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Note

	Go-to-sleep (GTS) signaling
	9.22%
~
27.31%
	16.73%
(97.75/81.40)
	10.98%/2.37%
	1.24*10-4
	(320,200,10)
	10 UEs in a cell

GTS duration is 2/4/8/ 16ms for each configuration

	
	
	17.75%
(97.75/80.40)
	17.70%/7.33%
	6.64*10-5
	
	

	
	
	24.19%
(97.75/74.10)
	27.12%/4.97%
	3.51*10-5
	
	

	
	
	27.31%
(97.75/71.05)
	39.15%/8.81%
	1.73*10-5
	
	

	
	
	12.65%
(84.95/74.2)
	8.98%/4.52%
	5.31*10-5

	(320,80,10)
	

	
	
	13.71%
(84.95/73.30)
	15.56%/6.71%
	2.73*10-5
	
	

	
	
	15.13%
(84.95/72.10)
	22.82%/12.03%
	1.36*10-5
	
	

	
	
	19.13%
(84.95/68.70)
	37.82%/18.69%
	6.01*10-6
	
	

	
	
	14.08%
(88.45/76.00)
	9.27%/0.84%
	8.35*10-5
	(160,100,8)
	

	
	
	17.02%
(88.45/73.40)
	15.36%/0.90%
	4.26*10-5
	
	

	
	
	22.56%
(88.45/68.50)
	26.86%/7.76%
	2.13*10-5
	
	

	
	
	24.19%
(88.45/67.50)
	34.89%/9.94%
	1.07*10-5
	
	

	
	
	9.22%
(76.45/69.40)
	8.33%/6.21%
	3.66*10-5
	(160,40,8)
	

	
	
	11.31%
(76.45/67.80)
	14.62%/10.85%
	1.56*10-5
	
	

	
	
	15.50%
(76.45/64.60)
	22.42%/14.06%
	7.64*10-6
	
	

	
	
	17.72%
(76.45/62.90)
	26.98%/13.01%
	3.78*10-6
	
	

	
	
	16.25%
(74.75/64.30)
	5.58%/0.83%
	2.78*10-5
	(40,25,4)
	

	
	
	22.61%
(74.75/57.85)
	14.82%/6.20%
	1.36*10-5
	
	

	
	
	26.08%
(74.75/55.25)
	18.55%/13.75%
	5.58*10-6
	
	

	
	
	26.62%
(74.75/54.85)
	20.91%/11.59%
	2.53*10-6
	
	

	
	
	11.56%
(65.75/58.15)
	5.84%/0.04%
	7.79*10-5
	(40,10,4)
	

	
	
	23.17%
(65.75/50.55)
	12.83%/1.60%
	9.74*10-6
	
	

	
	
	23.57%
(65.75/50.25)
	14.55%/6.55%
	2.30*10-6
	
	

	
	
	23.72%
(65.75/50.15)
	19.63%/11.02%
	1.45*10-6
	
	


From the results in the above table, the power saving gain of GTS signaling ranges from around 10% to 30%. The large power saving gain of GTS is mainly due to the large reduction of the time distribution of PDCCH-only states, and it increases with the increasing of GTS duration. For small GTS duration, power saving gain mainly comes from the PDCCH-only slots reduced during DRX inactivity timer. For larger GTS duration, power saving gain comes from the skipping of the whole DRX cycle. In addition, larger power saving gain can be obtained at cost of more UPT and delay loss, because when more slots are used for UE sleeping, more packets may have to wait for the end of  GTS duration or new DRX cycle to be transmitted, then cause more UPT and delay loss. For the estimated overhead of GTS, the resource overhead is between 10-4~10-6 as group-DCI based GTS can multiplex more number of UEs, potentially the solution of reduction of the resource overhead for GTS can be further studied.
C-DRX enhancement for dynamic adaptation
[bookmark: OLE_LINK11]As discussed in [2], a more realistic way of C-DRX enhancement is to consider adapting C-DRX configuration from the MAC-PHY point of view. Since gNB has the knowledge of DL buffer status/size, as well as UL buffer status/size through BSR report from the UE, the gNB knows when the DL or UL buffer has traffic and how long it may take for the buffered data to be transmitted. In this sense, it is beneficial for gNB to control active time duration, i.e. restarting inactivityTimer or not. For example, if gNB decides the remaining active time is enough to transmit the buffered data, it would be better not to restart the inactivityTimer to avoid unnecessary PDCCH-only slots without any grant.
Besides the buffer size, there are some other factors which are beneficial for gNB to predict the duration of active time, such as traffic packet arrival behavior, channel condition and network congestion. It is feasible for gNB to obtain such values. If gNB predicts that the buffer would likely be emptied within the current remaining inactivityTimer, it would save power by not restarting the inactivityTimer.
In order to realize the above benefits of avoiding restarting inactivityTimer, a mechanism that DCI explicitly indicates whether or not to start or restart inactivityTimer is proposed in our companion paper [2]. Some evaluation for the power saving gain of this mechanism is presented here, with a simplified scheduler assumption as below (since it is up to gNB to decide whether to start or restart inactivityTimer).
	A per-TTI-capable scheduling buffer size in average – , is assumed

	
	· If *remaining_active_time < current_buffer_size
restart inactivityTimer;
· else
inactivityTimer continues counting; // i.e. not restart


[bookmark: OLE_LINK6]where the parameter  is the assumed average transmitting size in the future remaining active time by the scheduler which is fixed in our simplified scheduler. The value of  is related to the scheduling strategy. If  is set larger, inactivityTimer has a larger probability of no restarting, which on one hand corresponds to higher power saving gain, while on the other hand, larger  may also cause larger loss on UPT/latency. 
In our simulation, onlysingle-user case within each cell is considered, and a radical value of =868584 is assumed, which assums every TTI can have a transmitting size.as large as 868584 bits We evaluate the power saving gains of the enhanced method using FTP model 3 with packet size 0.1 and 0.5 Mbytes, and averaging packet arrival rate 200, 100 and 50ms respectively, as listed in Table 3. The power consumption performance and average UPT/latency loss is also shown in Table 3. 
· Table 3. Simulation results of C-DRX enhancement for dynamic adaptation
	Power saving scheme
	Power saving gain
	Power saving gain (average power consumption in absolute power units for Baseline/proposed)
	Average UPT/Latency loss for each configuration
	Estimated overhead for each configuration
(RE/bit)
	C-DRX configuration
	Packet size / arrival rate (Mbytes / ms)
	Note

	DCI explicitly indicating restarting inactivity timer
	6.7%
~
37.5%
	34.4%
(39.0 / 25.6)
	37.0% / 26.1%
	\
	(160, 100, 8)
	0.1/200
	Single UE in a cell, and with different traffic model for packet size and data arrival rate are corresponding to 0.1/200, 0.1/100, 0.5/200, 0.5/100(Mbytes / ms) respectively.

	
	
	37.5%
(55.6 / 34.7)
	40.5% / 49.1%
	
	
	0.1/100
	

	
	
	11.6%
(40.9 / 36.2)
	12.9% / 5.9%
	
	
	0.5/200
	

	
	
	19.6%
(59.7 / 48.0)
	20.5% / 16.4%
	
	
	0.5/100
	

	
	
	23.9%
(20.8 / 15.9)
	30.5% / 11.7%
	
	(160, 40, 8)
	0.1/200
	

	
	
	28.5%
(28.5 / 20.4)
	34.2% / 20.2%
	
	
	0.1/100
	

	
	
	6.7%
(23.0 / 21.5)
	10.9% / 2.7%
	
	
	0.5/200
	

	
	
	13.4%
(32.4 / 28.1)
	17.0% / 9.9%
	
	
	0.5/100
	


The power consumption is calculated taken background power into consideration, i.e. a periodicity of max (DRX cycle, 160ms) for a SSB slot (for time/frequency tracking etc.) is assumed, as agreed in RAN1_AH1901 [1]. The absolute power consumption is normalized into 1 millisecond. 
From the evaluation results, it is observed that for the same DRX configuration and packet arrival rate, traffic data with small packet size (0.1Mbytes) has larger power saving gain (23.9% - 37.5%) compared with that of larger packet data 0.5Mbytes (6.7% - 19.6%). The reason is that smaller packet size corresponds to a smaller probability of restarting inactivityTimer for the used scheduler assumption. For the same DRX configuration and packet size, it is observed that power saving gain increases with the packet arrival rate. Since higher arrival rate corresponds to a larger probability of restarting inactivityTimer by baseline DRX, more power saving gain is achieved with more chances of not restarting the timer. 
For the latency loss, it is observed for 0.5Mbytes packet size, the incremental average latency is several millisecond (less than 10) w.r.t baseline DRX, while this loss can be increased to nearly 20ms for 0.1Mbytes packet size (which also has larger power saving gain). For the UPT loss, a range from 10% to 40% percentage can be observed, which also increases with the power saving gain.
The signaling overhead for this technique is marginal. Only an additional 1-bit in existed DCI format is needed to indicate the restarting of inactivityTimer explicitly, no other dynamic signaling is needed.
[bookmark: OLE_LINK5][bookmark: OLE_LINK4]In summary, for the simplified scheduler assumption and the radical scheduling strategy of =868584, an overall power saving gain of 6.7% - 40.9% is achieved. It is worth noting that for further study, loss on UPT/latency could be alleviated if some predicting capability is assumed to help the gNB on the decision on whether to restart inactivityTimer, which although is not assumed in our simplified scheduler.
Adaptation to UE scheduling timeline
In order to explain the effect of the scheduling timeline, we consider the pre-known K0>0 (i.e. cross-slot scheduling) as an example to investigate the corresponding power saving gain respect to same-slot scheduling.
Based on the evaluation methodology agreements in RAN1#95[4], we evaluate the power saving gains of cross-slot scheduling with pre-know K0>=1 assumed for UE (since a larger K0 for cross-slot scheduling would not bring more power saving gain according to the evaluation methodology). It was agreed that power of cross-slot scheduling is 0.7 times of same-slot scheduling for PDCCH-only state, which makes a relative power consumption of 70 for the PDCCH-only slot of cross-slot scheduling, while it is 100 for the baseline same-slot scheduling. For background power consumption, a periodicity of max(DRX cycle, 160ms) for a SSB slot (for time/frequency tracking etc.) is assumed, as agreed in RAN1#AH1901[1].The following 4 cases of C-DRX configuration are evaluated: (160,100,8), (160,40,8), (40,25,4) and (40,10,4), which represent combinations of  (DRX cycle, inactivityTimer, onDurationTimer) values. 
[bookmark: OLE_LINK30]The power saving gains of cross-slot scheduling is illustrated in Table 4, where power saving gains of 13.7% - 25.4% (single UE) and 6.5% - 11.3% (multi-UE) are observed respectively. 
· Table 4. Simulation results of cross-slot scheduling
	Power saving scheme
	Power saving gain
	Power saving gain (average power consumption in absolute power units for Baseline/proposed)
	Average UPT/Latency loss for each configuration
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Note

	Cross-slot scheduling
	13.7%
~
25.4%
	25.4%
(40.9/30.6)
	18.4% / 1.1%
	\
	(160,100,8)
	Single UE in a cell

	
	
	, 21.2%
(23.0/18.2)
	16.4% / 0.84%
	
	(160,40,8)
	

	
	
	17.0%
(34.0/28.2)
	14.8% /3.2%
	
	(40,25,4)
	

	
	
	13.7%
(28.1/24.3)
	13.4% /2.9%
	
	(40,10,4)
	

	
	6.5%
~
11.3%
	11.3%
(87.4/77.6)
	5.2% /0.35% 
	
	(160,100,8)
	Multi-UE in a cell (10 UEs in average)

	
	
	7.5%
(75.1/69.5)
	3.5% /0.29%
	
	(160,40,8)
	

	
	
	8.4%
(73.6/67.4)
	3.4% /0.46%
	
	(40,25,4)
	

	
	
	6.5%
(64.4/60.2)
	2.9% /0.29%
	
	(40,10,4)
	


Adaptation of number of antennas
This section provides system level evaluation for adaptation of number of antennas proposed in the companion contribution [2]. In the proposed solution, the UE can be configured and be triggered to detect PDCCH with only 2Rx antennas to save UE power. When a DCI with grant is detected, UE turns on the additional two Rx antennas and receives PDSCH and PDCCH with 4Rx antennas. When the UE is operating with 4Rx, the UE can fallback to 2Rx by using a timer. Once a grant DCI is detected, the timer shall be restarted. If the timer expires, the UE fall backs to 2Rx to save power consumption.. 
In the simulations, traffic model of FTP model 3 is simulated under different DRX configurations with packet size 0.1/0.5Mbytes and packet arrival rate 2sec/200msec as in Table 6. The methodology and related power model is assumed as agreed in previous meetings. Based on the simulation assumption agreed in RAN1_AH1901 meeting, the background activity is also considered in the evaluations. And the absolute value for power consumption is also provided to facilitate the comparison of results from proponents.
The baseline and the antenna adaptation scheme used in the simulations are described in Table 5. Cross-slot scheduling is assumed for all the schemes including the baseline. For the proposed antenna adaptation scheme, the timer that is used to control UE fallbacks behavior to 2Rx is set to 1/16 of the Inactivity Timer. Additionally, periodic background activity is also assumed in this simulation. The background activity processing periodicity is decided by max (DRX cycle, 160msec), and it is performed by UE at the beginning of DRX on duration. And the relative power value for background activity processing is assumed as 100 power units.
· Table 5. Baseline and antenna adaptation schemes
	Baseline
	4Rx is always used in different states and cross-slot scheduling is used

	Scheme 1
	2Rx is always used in different states and cross-slot scheduling is used

	Scheme 2 (proposed antenna adaptation scheme [2])
	UE operates with 2Rx for PDCCH-only slot until a PDSCH is scheduled and cross-slot scheduling is used;
Once a PDCCH with grant is detected, a timer starts and the UE starts to use 4 Rx to receive PDSCH + PDCCH slot, PDSCH-only slot, PDCCH-only slot and background activity processing before the timer expires;
The timer shall be restarted when a grant DCI is detected;
When the timer expires, UE operates with 2Rx;


Table 6(a) and Table 6(b) show the power saving gain of the proposed antenna adaptation schemes (i.e. scheme 2) comparing with the baseline. The impact of UPT/latency and resource overhead is marginal for the proposed antenna adaptation scheme which is analyzed in companion contribution [2]. As analyzed in [2], PDCCH performance is not influenced except for the one DCI for triggering the UE switch to 4Rx from 2Rx. Table 6(c) shows the resource overhead for each SNR based on the link level evaluation with 1% of PDCCH miss-detection rate assuming 4Rx receiver. Estimated overhead in Table 6(a) and Table 6(b) is calculated based on the required resource for PDCCH in Table 6(c). To simplify the evaluations, it is assumed that PDCCH resource is doubled when 2Rx is used, i.e. the aggregation level is doubled. 
For Scheme 2, attractive power saving gain is observed. In Table 6(a), for the case of single UE in a cell, the power saving gain for the proposed antenna adaptation scheme can be 18.19%~22.43%. As observed in Table 6(b), for the case of 10 UEs in a cell, the power saving gain for the proposed antenna adaptation scheme can be 2.96% ~18.49%. Another benefit of the proposed scheme is the UPT and latency impact is negligible considering the PDSCH is still using 4Rx receiver. Resource overhead is impacted by the length of the timer. In the simulation, 1/16 of the inactivity timer is used for the timer to control the fallback from 4Rx to 2 Rx. In this case, the resource overhead is acceptable, which is in the order 10^-5~10^-4 RE/bit. If the longer timer is adopted, the resource overhead is expected to be reduced.
For Scheme 1, the power saving gain (e.g., 2Rx is always used in different states) is -2.31%~19.40% for the case of 10 UEs in a cell. And the UPT/latency performance is significantly degraded. This is due to the PDSCH reception also falls back to 2 Rx receiver, causing significant UPT degradation. 
Considering the above aspects, Scheme 2 can provide attractive gain with marginal impact on UPT/latency. The resource overhead seems reasonable considered the obtained power saving gain. On the contrary, Scheme 1 has significant degradation on UPT/latency performance. Therefore, Scheme 1 is not preferred.
· Table 6(a). Simulation results of adaptation of number of antennas for Signal UE
	Power saving scheme
	Power saving gain
	Power saving gain (average power consumption in absolute power units for baseline/proposed scheme)

	UPT/Latency loss
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Packet size/ arrival rate (Mbytes/ms)
	Note

	Scheme 2
	18.19%
~
22.43%
	18.19% 
(18.46/15.10)
	Almost similar to the baseline
	5.99*10-6
	(160,40,8)
	0.5/200
	Single UE in a cell

	
	
	22.43%
(30.86/23.94)
	
	5.94*10-6
	(160,100,8)
	0.5/200
	



· Table 6(b). Simulation results of adaptation of number of antennas for 10 UEs
	Power saving scheme
	Power saving gain
	Power saving gain (average power consumption in absolute power units for baseline/ scheme)
	UPT/Latency loss
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Packet size/ arrival rate (Mbytes/ms)
	Note

	Scheme 1
	-2.31% ~ 19.40%
	-1.13% 
[bookmark: OLE_LINK14](106.38/107.58) for 5%-tile UE 
	49.90% /145% 
	0.0069
	(160,40,8)
	0.5/200
	10 UEs in a cell; for each configuration, 5%-tile UE and 95%-tile UE are evaluated respectively

	
	
	8.19% 
(44.25/40.62) for 95%-tile UE 
	18.71% /21.2%
	0.0011
	
	
	

	
	
	-2.31%
 (111.77/114.34) for 5%-tile UE
	58.66% /345% 
	0.0069
	(160,100,8)
	0.5/200
	

	
	
	13.19%
 (51.72/44.90) for 95%-tile UE
	27.89% /26.1%
	9.50*10-4
	
	
	

	
	
	14.92% 
(9.34/7.94) for 5%-tile UE
	2.55% /1.3%
	0.0021
	(160,40,8)
	0.1/2000
	

	
	
	15.74%
 (9.35/7.88) for 95%-tile UE
	10.89% /1.91%
	0.0011
	
	
	

	
	
	18.64% 
(11.41/9.29) for 5%-tile UE
	9.81% /3.09%
	0.0017
	(160,100,8)
	0.1/2000
	

	
	
	19.40 % 
(11.15/8.98) for 95%-tile UE
	22.35% /13.27%
	0.0011
	
	
	

	Scheme 2(proposed scheme)
	2.96% ~18.49%
	2.96%  
(106.38/103.24) for 5%-tile UE
	Almost 
similar to the baseline
	9.17*10-5 
	(160,40,8)
	0.5/200
	

	
	
	 7.37% 
(44.25/40.98) for 95%-tile UE
	
	2.06*10-5
	
	
	

	
	
	4.13% 
(111.77/107.15) for 5%-tile UE
	
	4.36*10-5, 
	(160,100,8)
	0.5/200
	

	
	
	12.42%
 (51.72/45.29) for 95%-tile UE
	
	1.58*10-5
	
	
	

	
	
	16.00% 
(9.34/7.84) for 5%-tile UE
	
	1.58*10-4, 
	(160,40,8)
	0.1/2000
	

	
	
	16.29% 
(9.35/7.83) for 95%-tile UE
	
	1.43*10-4
	
	
	

	
	
	17.88%
 (11.41/9.37) for 5%-tile UE
	
	1.57*10-4 
	(160,100,8)
	0.1/2000
	

	
	
	18.49%
 (11.15/9.09) for 95%-tile UE
	
	1.15*10-4
	
	
	



· Table 6(c). Required resource for DCI (Target miss-detection rate 1%, 3km/h, 4Rx)
	SNR (dB)
	DCI (24bits CRC + 40bits payload)

	-6
	288RE (corresponds to AL4 for PDCCH)

	-4
	144RE(corresponds to AL2)

	-2
	144RE(corresponds to AL2)

	0
	144 RE(corresponds to AL2)

	3
	144RE(corresponds to AL2)

	20
	72RE(corresponds to AL1)



PDCCH monitoring reduction in CA 
PDCCH monitoring on SCell can be reduced by monitoring SCell only when InactivityTimer is running [2]. Simulations are done with the following configurations/assumptions:
· A UE is configured with 4 (or 2) activated CCs. For the baseline, the UE shall monitor PDCCH on all 4 (or 2) CCs during the active time. For our proposed scheme, the UE shall only monitor PDCCH on a single CC when InactivityTimer is not running, and monitor PDCCH on 4 (or 2) CCs when InactivityTimer is running.
· Note that the SCells are always activated even though the UE doesn’t monitor PDCCH on them. However, the power consumption model is not discussed for the case where an SCell is activated without PDCCH monitoring. In our simulation, we assume that the scaling factor for an activated CC without PDCCH monitoring is 0.2, which means that if the UE is activated with four CCs and monitors only one CC, the scaling factor is 0.2*3+1=1.6 respect to Rel-15 single CC case. The power consumption of monitoring 4 CCs still uses the scaling factor of 3.4 as agreed in previous meetings.
· Two traffic models are considered: FTP model 3 with 0.5Mbyte packet size and mean inter-arrival time of 200 milliseconds, and FTP model 3 with 0.1Mbyte payload and mean inter-arrival time of 2 seconds. 
· Four C-DRX configurations are considered: (160, 100, 8), (160, 40, 8), (40, 25, 4) and (40, 10, 4). 
· Background activity are considered where every max(C-DRX cycle, 160ms) the UE will process SSB once in a slot.
· Table 7. Simulation results of PDCCH monitoring reduction in CA for different cases
	Power saving scheme
	Power saving gain
	Power saving gain for each configuration
	Latency increasing
	Estimated Overhead
	C-DRX configuration 
	Packet size / arrival rate (Mbytes / ms)
	Note
(include UE throughput)

	Triggering SCell(s) PDCCH monitoring by starting of InactivityTimer on PCell
	3.91%
~
24.16%
	3.91%
	1.51%
	/
	(160, 100, 8)
	0.5/200
	Single UE in a cell.
4 activated CCs.
A scaling factor of 0.2 is assumed for each activated SCell without PDCCH monitoring.
Latency increasing results are obtained by system analysis.

	
	
	3.33%
	0.75%
	
	(160, 40, 8)
	0.5/200
	

	
	
	19.13%
	0.71%
	
	(160, 100, 8)
	0.1/2000
	

	
	
	23.67%
	0.71%
	
	(160, 40, 8)
	0.1/2000
	

	
	
	9.92%
	2.50%
	
	(40, 25, 4)
	0.5/200
	

	
	
	13.76%
	2.27%
	
	(40, 10, 4)
	0.5/200
	

	
	
	23.13%
	1.64%
	
	(40, 25, 4)
	0.1/2000
	

	
	
	24.16%
	1.64%
	
	(40, 10, 4)
	0.1/2000
	

	
	1.82%
~
12.23%
	1.82%
	1.10%
	/
	(160, 100, 8)
	0.5/200
	2 activated CCs.
Other assumption are the same with the first case

	
	
	1.57%
	0.86%
	
	(160, 40, 8)
	0.5/200
	

	
	
	7.67%
	0.89%
	
	(160, 100, 8)
	0.1/2000
	

	
	
	8.61%
	0.91%
	
	(160, 40, 8)
	0.1/2000
	

	
	
	4.41%
	2.89%
	
	(40, 25, 4)
	0.5/200
	

	
	
	5.40%
	2.33%
	
	(40, 10, 4)
	0.5/200
	

	
	
	11.03%
	1.68%
	
	(40, 25, 4)
	0.1/2000
	

	
	
	12.23%
	1.72%
	
	(40, 10, 4)
	0.1/2000
	

	
	2.73%
~
16.11%
	2.73%
	0.22%
	/
	(160, 100, 8)
	0.5/200
	10 UEs in a cell.
Other assumption are the same with the first case

	
	
	4.70%
	0.09%
	
	(160, 40, 8)
	0.5/200
	

	
	
	12.36%
	0.65%
	
	(160, 100, 8)
	0.1/2000
	

	
	
	14.42%
	0.66%
	
	(160, 40, 8)
	0.1/2000
	

	
	
	8.20%
	1.51%
	
	(40, 25, 4)
	0.5/200
	

	
	
	9.79%
	1.29%
	
	(40, 10, 4)
	0.5/200
	

	
	
	15.73%
	2.62%
	
	(40, 25, 4)
	0.1/2000
	

	
	
	16.11%
	2.61%
	
	(40, 10, 4)
	0.1/2000
	



The results are shown in Table 7. It can be seen that 3.91%~24.16% power saving gain can be obtained with up to 2.5% latency loss for the (1 UE, 4 CC) case; 1.82%~12.23% power saving gain can be obtained with up to 2.89% latency loss for the (1 UE, 2 CC) case; and 2.73%~16.11% power saving gain can be obtained with up to 2.62% latency loss for the (10 UE, 4 CC) case. The gain comes from the case where the UE is active on SCell(s) but is not scheduled yet. More gain can be obtained with lighter traffic and shorter C-DRX cycle length, since in those cases there are more unnecessary PDCCH monitoring on SCell(s). 
The latency loss is analyzed as follows: since the SCell(s) are always activated, the UE can start to monitor PDCCH on SCell(s) immediately after it receives scheduling on PCell. Therefore, the UE can be scheduled on SCell(s) in the next slot after the first scheduled slot on PCell. The additional latency is about 1 slot if the scheduling on PCell is successfully received. If the first scheduling on PCell is not successfully received (assume 1% unsuccessfully reception), then more than 1 slot latency is expected. On average, a little more than 1 slot additional latency is introduced by this scheme.
Conclusion
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]In this contribution, we have provided evaluation results for proposals discussed in [2]. It is proposed to capture the evaluation results in the tables into TR.
Proposal 1: Capture the evaluation results in the tables in this contribution for each solution into the TR.

	Power saving scheme
	Power saving gain
	Power saving gain for each configuration (average power consumption in absolute power units for Baseline/proposed)
	UPT/Latency (Mbps/ms)for each configuration
	Estimated Overhead for each configuration
(RE/bit)
	C-DRX configuration
	Note

	Wake-up signaling
	0.2%
~
17.79%
	0.2%
(97.75/97.55)
	2.28%/8.34%
	3.69*10-6

	(320,200,10)
	10 UEs in a cell

	
	
	3.71%
(84.95/81.8)
	0.49%/2.27%
	1.96*10-6
	(320,80,10)
	

	
	
	4.47%
(88.45/84.5)
	5.27%/2.22%
	6.00*10-6

	(160,100,8)
	

	
	
	4.32%
(76.45/73.15)
	6.02%/5.52%
	3.90*10-6

	(160,40,8)
	

	
	
	13.91%
(74.75/64.35)
	15.76%/9.88%
	1.92*10-5

	(40,25,4)
	

	
	
	17.79%
(65.75/54.05)
	16.09%/4.78%
	1.44*10-5

	(40,10,4)
	

	Go-to-sleep (GTS) signaling
	9.22%
~
27.31%
	16.73%
(97.75/81.40)
	10.98%/2.37%
	1.24*10-4
	(320,200,10)
	10 UEs in a cell

	
	
	17.75%
(97.75/80.40)
	17.70%/7.33%
	6.64*10-5
	
	

	
	
	24.19%
(97.75/74.10)
	27.12%/4.97%
	3.51*10-5
	
	

	
	
	27.31%
(97.75/71.05)
	39.15%/8.81%
	1.73*10-5
	
	

	
	
	12.65%
(84.95/74.2)
	8.98%/4.52%
	5.31*10-5

	(320,80,10)
	

	
	
	13.71%
(84.95/73.30)
	15.56%/6.71%
	2.73*10-5
	
	

	
	
	15.13%
(84.95/72.10)
	22.82%/12.03%
	1.36*10-5
	
	

	
	
	19.13%
(84.95/68.70)
	37.82%/18.69%
	6.01*10-6
	
	

	
	
	14.08%
(88.45/76.00)
	9.27%/0.84%
	8.35*10-5
	(160,100,8)
	

	
	
	17.02%
(88.45/73.40)
	15.36%/0.90%
	4.26*10-5
	
	

	
	
	22.56%
(88.45/68.50)
	26.86%/7.76%
	2.13*10-5
	
	

	
	
	24.19%
(88.45/67.50)
	34.89%/9.94%
	1.07*10-5
	
	

	
	
	9.22%
(76.45/69.40)
	8.33%/6.21%
	3.66*10-5
	(160,40,8)
	

	
	
	11.31%
(76.45/67.80)
	14.62%/10.85%
	1.56*10-5
	
	

	
	
	15.50%
(76.45/64.60)
	22.42%/14.06%
	7.64*10-6
	
	

	
	
	17.72%
(76.45/62.90)
	26.98%/13.01%
	3.78*10-6
	
	

	
	
	16.25%
(74.75/64.30)
	5.58%/0.83%
	2.78*10-5
	(40,25,4)
	

	
	
	22.61%
(74.75/57.85)
	14.82%/6.20%
	1.36*10-5
	
	

	
	
	26.08%
(74.75/55.25)
	18.55%/13.75%
	5.58*10-6
	
	

	
	
	26.62%
(74.75/54.85)
	20.91%/11.59%
	2.53*10-6
	
	

	
	
	11.56%
(65.75/58.15)
	5.84%/0.04%
	7.79*10-5
	(40,10,4)
	

	
	
	23.17%
(65.75/50.55)
	12.83%/1.60%
	9.74*10-6
	
	

	
	
	23.57%
(65.75/50.25)
	14.55%/6.55%
	2.30*10-6
	
	

	
	
	23.72%
(65.75/50.15)
	19.63%/11.02%
	1.45*10-6
	
	

	DCI explicitly indicating restarting inactivity timer
	6.7%
~
37.5%
	34.4%
(39.0 / 25.6)
	37.0% / 26.1%
	\
	(160, 100, 8)
	Single UE in a cell, and with different traffic model for packet size and data arrival rate are corresponding to 0.1/200, 0.1/100, 0.5/200, 0.5/100(Mbytes / ms) respectively.

	
	
	37.5%
(55.6 / 34.7)
	40.5% / 49.1%
	
	
	

	
	
	11.6%
(40.9 / 36.2)
	12.9% / 5.9%
	
	
	

	
	
	19.6%
(59.7 / 48.0)
	20.5% / 16.4%
	
	
	

	
	
	23.9%
(20.8 / 15.9)
	30.5% / 11.7%
	
	(160, 40, 8)
	

	
	
	28.5%
(28.5 / 20.4)
	34.2% / 20.2%
	
	
	

	
	
	6.7%
(23.0 / 21.5)
	10.9% / 2.7%
	
	
	

	
	
	13.4%
(32.4 / 28.1)
	17.0% / 9.9%
	
	
	

	Cross-slot scheduling
	13.7%
~
25.4%
	25.4%
(40.9/30.6)
	18.4% / 1.1%
	\
	(160,100,8)
	Single UE in a cell

	
	
	, 21.2%
(23.0/18.2)
	16.4% / 0.84%
	
	(160,40,8)
	

	
	
	17.0%
(34.0/28.2)
	14.8% /3.2%
	
	(40,25,4)
	

	
	
	13.7%
(28.1/24.3)
	13.4% /2.9%
	
	(40,10,4)
	

	
	6.5%
~
11.3%
	11.3%
(87.4/77.6)
	5.2% /0.35% 
	
	(160,100,8)
	Multi-UE in a cell (10 UEs in average)

	
	
	7.5%
(75.1/69.5)
	3.5% /0.29%
	
	(160,40,8)
	

	
	
	8.4%
(73.6/67.4)
	3.4% /0.46%
	
	(40,25,4)
	

	
	
	6.5%
(64.4/60.2)
	2.9% /0.29%
	
	(40,10,4)
	

	Adaptation to number of antennas
Scheme 2
	18.19%
~
22.43%
	18.19% 
(18.46/15.10)
	Almost similar to the baseline
	5.99*10-6
	(160,40,8)
	Single UE in a cell

	
	
	22.43%
(30.86/23.94)
	
	5.94*10-6
	(160,100,8)
	

	Scheme 1
	-2.31% ~ 19.40%
	-1.13% 
(106.38/107.58) for 5%-tile UE 
	49.90% /145% 
	0.0069
	(160,40,8)
Packet size/ arrival rate 0.5/200 Mbytes/ms
	
10 UEs in a cell; for each configuration, 5%-tile UE and 95%-tile UE are evaluated respectively 





	
	
	8.19% 
(44.25/40.62) for 95%-tile UE 
	18.71% /21.2%
	0.0011
	
	

	
	
	-2.31%
 (111.77/114.34) for 5%-tile UE
	58.66% /345% 
	0.0069
	(160,100,8)
0.5/200 Mbytes/ms
	

	
	
	13.19%
 (51.72/44.90) for 95%-tile UE
	27.89% /26.1%
	9.50*10-4
	
	

	
	
	14.92% 
(9.34/7.94) for 5%-tile UE
	2.55% /1.3%
	0.0021
	(160,40,8)
0.1/2000 Mbytes/ms
	

	
	
	15.74%
 (9.35/7.88) for 95%-tile UE
	10.89% /1.91%
	0.0011
	
	

	
	
	18.64% 
(11.41/9.29) for 5%-tile UE
	9.81% /3.09%
	0.0017
	(160,100,8)
0.1/2000 Mbytes/ms
	

	
	
	19.40 % 
(11.15/8.98) for 95%-tile UE
	22.35% /13.27%
	0.0011
	
	

	Scheme 2(proposed scheme)
	2.96% ~18.49%
	2.96%  
(106.38/103.24) for 5%-tile UE
	Almost 
similar to the baseline
	9.17*10-5 
	(160,40,8)
Packet size/ arrival rate 0.5/200 Mbytes/ms
	

	
	
	 7.37% 
(44.25/40.98) for 95%-tile UE
	
	2.06*10-5
	
	

	
	
	4.13% 
(111.77/107.15) for 5%-tile UE
	
	4.36*10-5, 
	(160,100,8)
0.5/200 Mbytes/ms
	

	
	
	12.42%
 (51.72/45.29) for 95%-tile UE
	
	1.58*10-5
	
	

	
	
	16.00% 
(9.34/7.84) for 5%-tile UE
	
	1.58*10-4, 
	(160,40,8)
0.1/2000 Mbytes/ms
	

	
	
	16.29% 
(9.35/7.83) for 95%-tile UE
	
	1.43*10-4
	
	

	
	
	17.88%
 (11.41/9.37) for 5%-tile UE
	
	1.57*10-4 
	(160,100,8)
0.1/2000 Mbytes/ms
	

	
	
	18.49%
 (11.15/9.09) for 95%-tile UE
	
	1.15*10-4
	
	

	Triggering SCell(s) PDCCH monitoring by starting of InactivityTimer on PCell
	3.91%
~
24.16%
	3.91%
	1.51%
	/
	(160, 100, 8)
Packet size / arrival rate
0.5/200 (Mbytes / ms)
	Single UE in a cell.
4 activated CCs.
A scaling factor of 0.2 is assumed for each activated SCell without PDCCH monitoring.
Latency increasing results are obtained by system analysis.

	
	
	3.33%
	0.75%
	
	(160, 40, 8)
0.5/200 (Mbytes / ms)
	

	
	
	19.13%
	0.71%
	
	(160, 100, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	23.67%
	0.71%
	
	(160, 40, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	9.92%
	2.50%
	
	(40, 25, 4)
0.5/200 (Mbytes / ms)
	

	
	
	13.76%
	2.27%
	
	(40, 10, 4)
0.5/200 (Mbytes / ms)
	

	
	
	23.13%
	1.64%
	
	(40, 25, 4)
0.1/2000 (Mbytes / ms)
	

	
	
	24.16%
	1.64%
	
	(40, 10, 4)
0.1/2000 (Mbytes / ms)
	

	
	1.82%~12.23%
	1.82%
	1.10%
	/
	(160, 100, 8)
0.5/200 (Mbytes / ms)
	2 activated CCs.
Other assumption are the same with the first case

	
	
	1.57%
	0.86%
	
	(160, 40, 8)
0.5/200 (Mbytes / ms)
	

	
	
	7.67%
	0.89%
	
	(160, 100, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	8.61%
	0.91%
	
	(160, 40, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	4.41%
	2.89%
	
	(40, 25, 4)
0.5/200 (Mbytes / ms)
	

	
	
	5.40%
	2.33%
	
	(40, 10, 4)
0.5/200 (Mbytes / ms)
	

	
	
	11.03%
	1.68%
	
	(40, 25, 4)
0.1/2000 (Mbytes / ms)
	

	
	
	12.23%
	1.72%
	
	(40, 10, 4)
0.1/2000 (Mbytes / ms)
	

	
	2.73%-16.11%
	2.73%
	0.22%
	/
	(160, 100, 8)
0.5/200 (Mbytes / ms)
	10 UEs in a cell.
Other assumption are the same with the first case

	
	
	4.70%
	0.09%
	
	(160, 40, 8)
0.5/200 (Mbytes / ms)
	

	
	
	12.36%
	0.65%
	
	(160, 100, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	14.42%
	0.66%
	
	(160, 40, 8)
0.1/2000 (Mbytes / ms)
	

	
	
	8.20%
	1.51%
	
	(40, 25, 4)
0.5/200 (Mbytes / ms)
	

	
	
	9.79%
	1.29%
	
	(40, 10, 4)
0.5/200 (Mbytes / ms)
	

	
	
	15.73%
	2.62%
	
	(40, 25, 4)
0.1/2000 (Mbytes / ms)
	

	
	
	16.11%
	2.61%
	
	(40, 10, 4)
0.1/2000 (Mbytes / ms)
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Appendix
[bookmark: _Ref528933622]Table 8. Simulation assumptions for calibration
	Parameters 
	Value

	Carrier frequency
	4 GHz (FR1)

	Subcarrier spacing
	30kHz

	CC number
	1

	Bandwidth of BWP
	100MHz

	Antenna configuration
	4Tx at gNB and 4Rx at UE

	Modulation of PDSCH
	256QAM

	PDCCH time region
	2 symbols at beginning of a slot

	PDSCH time region
	10 symbols (one symbol occupied by DMRS)

	Value of K0
	0

	Traffic model
	FTP modl 3

	Packet size
	0.1Mbytes and 0.5Mbytes

	Information bits per slot (single UE case)
	868584
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Companies should state their assumptions for power modelling of


 


power saving signal/channel reception 


in their evaluation results:


 


-


 


The power level (slot


-


averaged) for power saving signal reception


 


o


 


Also whether it is incremental to sleep power or not


 


-


 


In the case power saving signal indicates no further activity, any re


duction in the reference 


energy overhead for transition (when applicable, e.g. from/to deep/light sleep)


 


o


 


Also any reduction in transition time (if assumed)


 


-


 


In the case power saving signal indicates further activity, time gap from power saving signal to 
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o
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o
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DRX configuration 


 


o
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Evaluation method: SLS, numerical simulation, numerical analysis


 


o
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For simulation approach, any additio


nal simulation assumptions
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UE SINR assumption
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