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1. Introduction

Several agreements made in RAN1 #95 and RAN1#AH1901 on DFT based type II CSI compression, however there are still many remaining issues. In this contribution, we discuss different aspects of the DFT based compression and provide our views based on simulation results in [2].
2. Discussion 
2.1 Basis subset selection schemes
Following was agreed in AH1901, however UE selection scheme and reporting of M basis vectors is yet to be agreed. 
Agreement

On basis/coefficient subset selection for the first layer, the following is supported:

· Common selection for all beams with size-K0 subset of 2LM reported 

· The value of K0 is configured via higher-layer signaling

· The number of reported non-zero coefficients can be smaller than or equal to K0
· FFS: Whether the value of M is configurable

One straight forward method is that the UE selects M best DFT basis vectors out of N3 and reports a combinatorial index to gNB. When N3 is too large the overhead and complexity of selecting M basis vectors may be too high. Below is an example of amplitude distribution after DFT transformation. 
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Figure 1: An illustration of 4 strongest DFT vector indexes per beam of one UE
From the figure 1, it can be observed that the strong coefficients are mainly distributed in two regions. In Figure 2, we show the probabilities of 6 strongest DFT vector indexes of 13 orthogonal DFT vectors. Due to the circular property of DFT matrix, we observe that the most energy is around low frequency components. If we concentrate on the 6 strongest DFT vectors, they are mainly in the subset of DFT vector {0, 1, 2, 3, 10, 11, 12}. There can be several options to realize DFT vector pre-selection:
Option 1: UE reports an optimal index of DFT vector pattern of size M;

Option 2: UE reports DFT vector indexes from a DFT vector subset, which is configured by the gNB;

Option 3: UE reports an index of selected DFT vector subset and DFT vector indexes from the DFT vector subset.
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Figure 2: Probabilities of 6 strongest DFT vector indexes of 13 orthogonal DFT vectors
In [2], we evaluate two different DFT basis index selection schemes, 1) UE selects M best basis vectors out of N3; 2) UE selects one out of predefined patterns. For M = 4 basis vectors pattern selection, 1 bit is used to select two patterns from DFT indices {0, 1, 10, 11, 12} where N3=13; pattern 1 is {0, 10, 11, 12} and pattern 2 is {0, 1, 11, 12}. Or, 2 bits is used to select 4 patterns from DFT indices {0, 1, 2, 9, 10, 11, 12}. Based on performance, overhead and complexity we propose DFT vector pattern selection based approach is supported.
Proposal1: Pattern based selection of M basis vectors is supported. 
2.2 K0 subset design
In RAN1#AH1901, following agreements on K0 subset design were reached:
Agreement
On basis/coefficient subset selection for the first layer, support the following: 

· Size-K0 subset design: down select in RAN1#96 from the following alternatives 

· Alt1. Unrestricted subset (size=2LM)

· Alt2. Polarization-common subset (size=LM)

· Alt3. Restricted subset (for a given subset of beams and FD basis, size=2L+M)
· The value of K0: 
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  where two values of β are supported  
· Down select in RAN1#96 from
[image: image7.wmf]1113

{,,,}

8424

b

Î

  
· The UCI consists of two parts: 

· Information pertaining to the number(s) of non-zero coefficients is reported in UCI part 1
· Note: This does not imply whether this information consists of single or multiple values 
· The payload of UCI part 1 remains the same for different RI value(s)
· Bitmap is used to indicate non-zero coefficient indices

In [2], we evaluate alternative 1 and 2, it can be observed that for smaller M value the performance difference is marginal and overhead difference is not so significant either. With larger M value, alternative 1 performs slightly better than alternative 2 with slight increase of overhead. From the performance, overhead and flexibility point of view we prefer alternative 1, i.e. unrestricted K0 coefficient subset selection. 
On value of K0, it was agreed to down select two values of β, from evaluation results in [2] it is observed that smaller β values perform slight worse than larger values, thus larger β values are perferred. For UE reporting of number of non-zero coefficients, which can be smaller than or equal to configured value, a differential report would suffice, for example UE reports 1 bit where one state indicates the reported value is same as configured value and the other state indicates reported value is smaller than the configured value (e.g. 1/2 of configured value). If finer granularity is necessary more than 1 bit reporting can be considered. 
Proposal2: For the value of K0, β values of {1/2 and 3/4} are supported, UE reports 1 or 2 bits differential value of K0
2.3 Supported M values
In RAN1#AH1901, following was agreed:
Agreement
Two values of M are supported. In RAN1#96, down select between the following alternatives (
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· Alt2. 

· FFS: support for p=1/8 and/or p=3/4 in addition to 1/4 and 1/2 

Agreement:

 The value of M is higher-layer configured 

· FFS: Whether UE reporting smaller value of M (in addition to the configured M) is supported 

When R=1 two alternatives above are same. For R=2, two alternatives above are also equivalent or can result in same M value with properly scaled p value, for example p=1/2 for alternative 1 and p=1/4 for alternative 2 results into same M value. The scaling factor 
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 are already agreed and support of other values is FFS. From the evaluation results in [2], we observe that very large value of M doesn’t provide significant performance gain. For alt2 and R=2 the resulting M value could be very large, if large M is deemed necessary p=3/4 can be supported for alt1. 
Besides, UE reporting of smaller value of M compared to gNB configured value should also be supported on one hand to save overhead and on the other hand to fit the CSI payload in the PUSCH resource. One can argue that the number of reported non-zero coefficients can be smaller than or equal to K0 which can handle the size of CSI payload. However if M value is too large bitmap of 2LM also becomes too large, especially for RI=2 the overhead of bitmaps to indicate non-zero coefficient indices becomes significant. For example, L=4 and p=1/2, N3/R=18 then M=9, bitmap for non-zero coefficients per layer 2LM=72 bits, for RI=2 which becomes 144bits. The UE may report 1 bit M value, for example UE reports 1 bit where one state indicating the reported value is same as configured M value and the other state indicating reported value is smaller than configured one (e.g. 1/2).
Proposal3: alternative 1, i.e. 
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 is supported with additional support of p=3/4 and UE reporting smaller value of M than the configured value is also supported. 
2.4 On N3 values
In RAN1#AH1901, following was agreed:

Agreement

Values of N3: For
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  and NSB is # CQI subbands, when , downselect among the following alternatives in RAN1#96

· Alt1: N3
 is smallest multiple of 2, 3, or 5 which is  
· Alt2: N3 is a multiple of 2, 3, or 5. Segment into 2 parts with overlapping between 2 parts. Note: no padding is needed to align the DFT size with the multiple of 2, 3, or 5

Partitioning of values of N3 was agreed in last meeting, however from performance point of view we don’t see any difference between them. From UE complexity point of view it doesn’t bring any benefit either since for 
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 UE has to implement DFT operation without considering the length of multiple of 2, 3 or 5 anyway. In our view, partitioning into two values only increases complexity. Regarding two alternatives for N3 when 
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 , it is hard to see any performance benefit, and alternative 2 only increases complexity further. Although, it was agreed to partition value of N3 in last meeting, we prefer single scheme regardless of size of (NSB x R). 
Proposal4: support single scheme for determining DFT size regardless of size of (NSB x R).
2.5 Quantization scheme
Following four alternatives of quantization schemes are evaluated in [2],

Alt1A: Rel.15 3-bit amplitude; Rel.15 8PSK co-phasing;
Alt1B: Rel.15 3-bit amplitude; 16PSK co-phasing;
Alt2: Rel.15 3-bit wideband amplitude for each beam, 2-bit differential amplitude for FD coefficients; Rel.15 8PSK co-phasing;
Alt3: Rel.15 3-bit amplitude for matrix A, 2bit amplitude set {0, 1/4, 1/2, 1} for C, and K0-subset bitmap for B; Rel.15 8PSK co-phasing.
From the evaluation results [2], it is observed that Alt1B performs slightly better than Alt1A with slight increase of feedback overhead. Alt2 doesn’t provide performance gain over Alt1A even with slightly higher overhead. Alt1B performs better than Alt2 with marginal increase of overhead. Overhead of Alt3 is lower than Alt1A however performance is worse, from performance and simplicity point of view Alt1A and Alt1B are better options than Alt2 and Alt3. Configurability between Alt1A and Alt1B can be considered to strike balance between performance and overhead, if necessary.
Proposal5: quantization scheme Alt1A and Alt1B is supported
2.6 Supported L values
Following agreement was made in RAN1#AH1901:
Agreement
On the values of L, support L={2,4}

· Decide whether to support L=3 and/or L=6 in the future meetings considering the performance-overhead trade-off for different RI values and/or different number of antenna ports 

In [2], we evaluate performance of different L values with a reasonable M (M=4 for total of 13 subbands) DFT basis vectors and the number of non-zero coefficients is 
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 with β equals to 1/2.  It is observed that L=6 provides some gain over L=4, however the overhead increase is very significant. There is no benefit of large L value. Hence, we propose not to increase L values compared to Rel-15.
Proposal6: for number of SD basis selection, L=6 is not supported. 
2.7 CSI feedback for second layer

Following alternatives of CSI feedback for second layer are evaluated in [2]:
Alt 1A-1: layer-common FD basis subset selection, layer-common and polarization-common coefficient subset selection 

Alt 1A-2: layer-common FD basis subset selection, layer-common coefficient subset selection

Alt 1B: layer-common FD basis subset selection, layer-independent coefficient subset selection
Alt 2: layer-independent FD basis subset selection, layer-independent coefficient subset selection

It is observed that for both smaller M (2) and larger M (4) values where N3 is 13 subbands, Alt1B performs slightly better than Alt1A-2. For layer-common FD basis subset selection and polarization-common coefficient subset selection, it is observed that the performance and overhead of Alt11A-1 and Alt1B are comparable. For smaller M value, layer-independent FD basis subset selected performs better than layer-common selection, overhead increase of Alt2 compared to Alt1B is marginal. For larger M value, Alt2 still performs slightly better than Alt1B. Intuitively, delay-tap distribution is different on different layers, delay taps for the first layer are mostly localized (as seen in figure 1) however those may not be optimum for the second layer. This could be the reason for performance gain of layer-independent FD basis subset selection over layer-common selection.
Proposal7: for rank =2, layer-independent FD basis subset selection, layer-independent coefficient subset selection (i.e. Alt2) is supported.
3. UCI design
In Rel-15, for type II CSI reporting, part 1 CSI contains RI, CQI, and an indication of the number of non-zero wideband amplitude coefficients per layer. And, part 2 contains PMI. Due to large discrepancy in rank1 and rank2 PMI overhead the UE may omit a portion of the Part 2 CSI with following priority rule. However, after DFT compression of type II CSI, it is not possible to differentiate CSI between odd and even subbands. The PMI payload discrepancy for rank1 and rank2 after DFT compression may still be significant. Thus a new mechanism of part 2 CSI omission should be considered. 
It has been agreed that the number of reported non-zero coefficients can be smaller than or equal to configured value of K0, whether it is layer common or layer independent is yet to be agreed. NNZCI (number of non-zero coefficient indices) determines the PMI payload in CSI part 2 thus it should be reported in CSI part 1, and bitmap(s) for non-zero coefficients is reported in CSI part 2. The UE reported M value, i.e. NBVI (number of basis vector indication), determines the bitmap-size thus is reported in CSI part 1. CSI part 1 and part 2 should at least contain:
Part 1: RI (if reported), CQI, NNZCI per layer, NBVI per layer 

Part 2: bitmap of non-zero coefficients per layer, PMI per layer
Proposal8: Rel-16 CSI components in part 1 CSI and part 2 CSI at least contain, Part 1: RI (if reported), CQI, NNZCI per layer, NBVI per layer and Part 2: bitmap of non-zero coefficients per layer, PMI per layer.
4. Other CSI compression schemes
4.1 Subband grouping

As depicted in Figure 3, in order to exploit frequency-domain correlation, all of the subbands can be divided into a small number of subband segments according to the channel variation or precoding matrix variation, where the subbands in each segment have similar CSI. At least one full CSI, i.e., with full Type II amplitudes and phases, is fed back per subband segment. While differential CSI relative to the full CSI can be fed back for other subbands within each subband segment to let the gNB derive the CSI of all subbands. Or gNB derives the CSI of other subbands by interpolation. Adaptive subband segmentation is able to match the channel state dynamically. A number of predefined subband segmentation patterns can be used by the UE to select the optimal one that matches its channel. 
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Figure 3: Illustration of subband grouping

Proposal9: CSI feedback for one subband group which comprises of consecutive subbands with close CSI can be considered for overhead reduction.
4.2 Differential CSI feedback
In RAN1#95[1], few contributions discussed differential coding of subband phases is proposed, where the reported subband phase of one subband represents the difference of its phase and the phase of its neighboring subband. 

As shown in Figure 4, if 8PSK is used for phase angle difference quantization, about 30% phase difference are quantized to +π/16 and 30% phase difference are quantized to -π/16, about 10% are quantized to +3π/16 and 10% are quantized to -3π/16, and about 5% is for each quantized value +/-5π/16, +/-7π/16. Sometimes one bit for phase difference quantization may not catch up with the channel variation. Therefore, unequal number of quantization bits for differential feedback can be considered with limited feedback overhead increase.
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Figure 4: Phase difference of the combinatorial coefficients between neighboring subbands
Observation 1: For the phase difference of the Type II combinatorial coefficients between neighboring subbands, if 8PSK is used for phase difference quantization, about 25% phase difference are quantized to +π/16 and 25% phase difference are quantized to -π/16, about 10% are quantized to +3π/16 and 10% are quantized to -3π/16, and about 5% is for each quantized value +/-5π/16, +/-7π/16.
Proposal10: Differential feedback with unequal quantization bits can be considered for overhead reduction to tradeoff between performance and overhead.
Differential phases are not only for neighboring subband, but also can be used with other FD compression methods. For example, by taking the above-mentioned DFT-based FD compression, the differential information can be the difference between decompressed coefficients and the real ones. Another example is to apply differential feedback to interpolation, where the differential information is the difference between interpolated coefficients and the real ones. By doing this, the gap between the decompressed or interpolated coefficients can be compensated with the differential information, which would improve the performance of other compression methods.
Proposal11: Differential feedback can work with other compression methods to improve performance.
5. Conclusions
In this contribution we discussed different aspects of Type II CSI feedback compression, based on our analysis and evaluation results [2] we have following proposals:
Proposal1: Pattern based selection of M basis vectors is supported. 
Proposal2: For the value of K0, β values of {1/2 and 3/4} are supported, UE reports 1 or 2 bits differential value of K0
Proposal3: alternative 1, i.e. 
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 is supported with additional support of p=3/4 and UE reporting smaller value of M than the configured value is also supported. 

Proposal4: support single scheme for determining DFT size regardless of size of (NSB x R).
Proposal5: quantization scheme Alt1A and Alt1B is supported

Proposal6: for number of SD basis selection, L=6 is not supported. 
Proposal7: for rank =2, layer-independent FD basis subset selection, layer-independent coefficient subset selection (i.e. Alt2) is supported.
Proposal8: Rel-16 CSI components in part 1 CSI and part 2 CSI at least contain, Part 1: RI (if reported), CQI, NNZCI per layer, NBVI per layer and Part 2: bitmap of non-zero coefficients per layer, PMI per layer.
Proposal9: CSI feedback for one subband group which comprises of consecutive subbands with close CSI can be considered for overhead reduction.

Proposal10: Differential feedback with unequal quantization bits can be considered for overhead reduction to tradeoff between performance and overhead.
Proposal11: Differential feedback can work with other compression methods to improve performance.
Observation 1: For the phase difference of the Type II combinatorial coefficients between neighboring subbands, if 8PSK is used for phase difference quantization, about 25% phase difference are quantized to +π/16 and 25% phase difference are quantized to -π/16, about 10% are quantized to +3π/16 and 10% are quantized to -3π/16, and about 5% is for each quantized value +/-5π/16, +/-7π/16.
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