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1 [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]From RAN1#92 to RAN1#94, the LLS and SLS evaluation parameters have been specified for mMTC, URLLC, and eMBB scenarios (as listed in the appendix). In this contribution, some LLS and SLS evaluation results and related observations are presented. More detailed evaluation results can be found in companion contributions [1-8].
This is a revised contribution of [10].
2 Link-level Evaluations
2.1 Fixed Signature Allocation
A NOMA scheme applies signatures (codebooks or sequences) to distinguish UEs and reduce inter-UE interference. Hereby, signature allocation is important for the performance of a NOMA scheme. Fixed signature allocation can be applied when the number of multiplexed UEs is predictable, e.g., grant-based transmission or grant-free transmission with periodic traffic. Link adaptation according to the number of UEs is feasible, i.e., MCS, number of branches, and spreading factor (SF) can be chosen to have an optimal performance. 
Figure 1 present the required per UE SNR vs # of UEs for different NOMA schemes when the number of branches and SF are aligned. The results show that SCMA can provide large SNR gains over sequence spreading based NOMA schemes, which is due to the gain of multi-dimensional modulation and sparse RE mapping as discussed in [7]. It can be also observed that the curves of the smaller TBSs are flatter than those of the larger TBSs, which means the smaller the TBS is, the larger # of multiplexed UEs can be supported. The curves of 4 Rx antennas are flatter than those of 2 Rx antennas, which means the more Rx antennas there are, the larger # of multiplexed UEs can be supported.
Observation 1: With the same number of branches and SF, SCMA can provide large SNR gain over sequence spreading based NOMA schemes.
Figure 2 present the evaluation results of fixed signature allocation when the combination of MCS, SF, and # of branches is optimized for each simulation case. It can be observed that the performance of sequence spreading based NOMA schemes (MUSA, RSMA, and NCMA) mainly depends on the SF and # of branches. With adaptive SF and # of branches, the performance of sequence spreading based NOMA schemes are different. One reason is SFs and # of branches of these schemes are different, e.g., SF=3 is not considered for NCMA, multi-branch is considered for RSMA. With adaptive SF and # of branches, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes. These gaps indicate that SCMA requires lower SNR to serve the same # of UEs with the same TBS requirements compared with the sequence spreading based NOMA schemes.
Observation 2: With adaptive number of branches and SF, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes.
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	(c). TDLA-30ns, 1T2R, ICE, 40/60/75 Bytes
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Figure 1. Required SNR vs # of UEs (Equal SNR, SF=4, and 1 Branch)
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	(c). TDLA-30ns, 1T2R, ICE, 40/60/75 Bytes
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Figure 2. Required SNR vs # of UEs (Unequal SNR, Link Adaptation)

2.2 Random Activation
In the case of grant-free transmission with aperiodic traffic, the set of active UEs are random for each TTI. Thus, the allocated signatures are also random. For random signature allocation, fast link adaptation according to the number of multiplexed UEs is unavailable, i.e., MCS, number of branches, and SF are considered to be fixed. 
Random Active and Random Selection
There are two types of random signature allocation: random selection and random active. With random active, each UE can be pre-configured with a MA signature and randomly active for each TTI. With random selection, each active UE randomly select one MA signature from signature pool. Table 1 summarizes the collision probability under random active and random selection. The results show that random active always has lower collision probability than random selection. 
For grant-free transmission, DMRS can be applied for UE detection. If DMRS collision happens, there will be high probability that the UEs are miss-detected. Therefore, random active scheme should be better for grant-free transmission. For random active, if the number of potential UEs is not larger than the DMRS pool size, there will be no DMRS collision. No DMRS collision is preferred for grant-free transmission.
[bookmark: _Ref525806950]Table 1. Examples of collision probability under random active and random selection.
	Potential UE 
N
	Active UE 
M
	Resource configuration mode
	Pool size L

	
	
	
	12
	24
	48

	12
	4
	Random active
	0
	0
	0

	
	
	Radom selection
	0.43
	0.23
	0.12

	24
	6
	Random active
	0.56
	0
	0

	
	
	Random selection
	0.78
	0.49
	0.28

	48
	8
	Random active
	0.91
	0.5
	0

	
	
	Random selection
	0.95
	0.73
	0.46



Observation 3: There is no signature collision problem for random active case when the number of potential UEs is not larger than the signature pool size; while the probability of signature collision is always above zero for random selection case.
Observation 4: The signature collision probability in the case of random selection is always larger than that of random active.
 BLER Performance
Figure 3 present the evaluation results of different NOMA schemes with random activation. In the simulation, there are 24 potential UEs and each UE is pre-configured with DMRS and corresponding codebook or sequence. For each simulation case, the number of active UEs are fixed for each TTI. The results show that the best configuration depends on the number of active UEs 
· In the case of 1T2R, SCMA-16p with 2 branches has the best performance when the number of active UEs is between 2 and 8, and SCMA-16p with 1 branch has the best performance when the number of active UEs is between 10 and 12. 
· In the case of 1T4R, SCMA-16p with 2 branches has the best performance when the number of active UEs is between 4 and 12, and SCMA-16p with 1 branch has the best performance when the number of active UEs is between 16 and 20.
Observation 5: With random activation, SCMA can provide large SNR gain over sequence spreading based NOMA scheme.
As the UEs are randomly active for each TTI, the number of active UEs will follow certain distribution according to the traffic load, as discussed in [8]. Then, the NOMA configuration can be determined according to the estimated UE distribution. For the case shown in Figure 3(a), SCMA-16p with 2 branches should be selected if the # of UEs is mainly between 2 and 8. This will be further discussed in the SLS results.
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	(d). TDLA-30ns, 1T4R, RCE, 40 Bytes


Figure 3. Required SNR vs # of active UEs (Unequal SNR and 24 Potential UEs)

2.3 Power Offset
As for the impact of power offset with Gaussian distribution of 4 dB variance as case 33, Figure 4 presenting the BLER performance of SCMA and MUSA with and without power offset show that SCMA can still provide large SNR gain over MUSA.
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	(a). TDLC-300ns, 1T2R, 6UE, 60 Bytes, ICE
	(b). TDLC-300ns, 1T2R, 6UE, 60 Bytes, RCE


Figure 4. Required SNR versus # of UEs with/without Power Offset

2.4 Receiver Impact
Various advanced receivers have been proposed to improve the performance of NOMA schemes. These receivers can be different in term of operation domain, type of multiple-user detector (MUD), interference cancellation (IC) method, channel decoder, etc. In previous simulation, SCMA’s MUD adopts EPA, and sequence spreading based NOMA schemes’ MUD adopt block-wise MMSE, as proposed by each company. Figure 5 show the required per UE SNR vs # of UEs for different NOMA schemes when EPA is applied as the MUD for all NOMA schemes. The results show that with aligned EPA receiver, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes.
Although the same MUD is applied, the receiver complexity of different NOMA schemes can still be different. As sparse symbol-to-RE mapping is adopted in SCMA, the number of multiplexed UE per RE is smaller than sequence spreading based NOMA schemes without sparsity. Thus, the receiver complexity of SCMA is also lower than that of sequence spreading based NOMA schemes without sparsity. More discussion on the complexity of advanced receivers can be found in [9].
Observation 6: With the same EPA receiver, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes in mMTC scenario.
Observation 7: With the same EPA receiver, the receiver complexity of SCMA is lower than that of sequence spreading based NOMA schemes without sparsity.
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	(a). 1T2R, TDLA30ns, ICE
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	(c). 1T4R, TDLA30ns, ICE
	(d). 1T4R, TDLA30ns, RCE


Figure 5. Required SNR vs # of UEs (Equal SNR, EPA)
As discussed in [9], chip-MMSE can be regarded as a special case of EPA without inner loop iterations, and the complexity of chip-MMSE is much lower than that of block-MMSE, as the latter increases fast with the SF. The performance of SCMA, RSMA, and MUSA with chip-MMSE receiver is shown in Figure 6. The results show that SCMA with chip-MMSE receiver can perform better than sequence spreading based NOMA schemes with chip-MMSE receiver. Similar to the case of EPA receiver, the complexity of SCMA with chip-MMSE receiver is lower than that of sequence spreading based NOMA schemes. The performance of SCMA with EPA and chip-MMSE, RSMA, and MUSA with block-MMSE is shown in Figure 7. The results show that SCMA with chip-MMSE can perform similar to sequence spreading based NOMA schemes with block-MMSE.
Observation 8: SCMA with chip-MMSE receiver can have better performance than sequence spreading based NOMA schemes with chip-MMSE receiver, and perform similar to sequence spreading based NOMA schemes with block-MMSE receiver.
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	(a). 1T4R, ICE, 40/60 bytes
	(b). 1T2R, RCE, 40/60 bytes


	Figure 6. Required SNR vs # of UEs with chip-MMSE (TDLA30ns, Equal SNR)	
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	(a). 1T4R, ICE, 40/60 bytes
	(b). 1T4R, RCE, 40/60 bytes


	Figure 7. Required SNR vs # of UEs with different receivers (TDLA30ns, Equal SNR)	

2.4 PAPR/CM
The PAPR curves of NOMA schemes under CP-OFDM waveform are shown in Figure 8(a). SCMA codebooks have similar PAPR as the QPSK baseline. Sequence spreading based NOMA schemes may have higher PAPR than QPSK baseline. With symbol-level scrambler, PAPR of sequence spreading based NOMA schemes can be similar to the baseline.
The PAPR curves of SCMA codebooks under DFT-s-OFDM waveform are shown in Figure 9. The results show that the PAPR of SCMA codebooks depends on the mapping function or sparsity pattern. For simplicity, only mapping length of 4 is considered. The PAPR comparison of SCMA, RSMA, and QPSK baseline for DFT-s-OFDM waveform is presented in Figure 8(b). The results show that multi-branch RSMA has much higher PAPR than the QPSK baseline. 
The more results of PAPR and cubic metric (CM) can be found in [1] [7].
Observation 9: With CP-OFDM waveform, SCMA and sequence spreading based NOMA schemes with symbol-level scrambler can have similar PAPR as QPSK baseline.
Observation 10: With DFT-s-OFDM waveform, SCMA-4p codebooks with designed mapping function has lower PAPR/CM than QAM baseline; SCMA-8p and SCMA-16p codebooks with sparse RE mapping have similar PAPR as QAM baseline.
Observation 11: Multi-branch sequence spreading based NOMA schemes without sparsity increase the PAPR for DFT-s-OFDM, compared to QAM baseline.
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	(a). CP-OFDM
	(b). DFT-s-OFDM


Figure 8. PAPR Comparison between NOMA schemes
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	(a). SCMA-4p, single branch
	(b). SCMA-8p, single branch
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	(c). SCMA-16p, single branch 
	(d). SCMA-16p, two branches


Figure 9. The PAPR of SCMA under DFT-s-OFDM waveform


3 System-level Evaluations
The simulation parameters of SLS are summarized in the Appendix. The detailed simulation results for mMTC, URLLC, and eMBB scenarios are presented in [11-13].
3.1 mMTC scenario
Evaluation Parameters
For SLS in mMTC scenario, inter-site distance (ISD) of 1732m and carrier frequency of 700MHz are assumed. The total bandwidth is 6 PRB, and each transmit block (TB) is allocated with a resource unit of 1 PRB+6 slots. Compared with 6 PRB+1 slot, 1 PRB+6 slots can have higher power spectral density (PSD) for cell-edge UEs and improve the overall performance. The waveform is CP-OFDM, and 2-symbol DMRS overhead is assumed for each slot. To support more UEs than the number of orthogonal DMRS ports, more frequency comb patterns, time domain OCCs, or DMRS sequences can be introduced. In the following simulation, the DMRS pool size is 24 for each resource unit, which can support 24 potential UEs. 
The number of UEs per cell is assumed to be 100. Each UE is pre-configured with one resource unit for every 6 slots. Since there are 6 PRBs, there will be 16 or 17 UEs for each PRB. As the potential UEs are less than the DMRS pool size, there will be no DMRS collision between the UEs. Packet segmentation with fixed TB size (TBS) is considered in the simulation. The TBS can be 20 bytes or 60 bytes. The retransmission is non-adaptive, with a maximum 8 retransmissions. The number of repetitions can be 1 or 2 depending on the path loss of each UE.
Evaluation Results
Table 2 presents the configurations of evaluated NOMA schemes for SLS. For each configuration in terms of TBS, SF, and code rate (CR) for a NOMA scheme, the setting is the same for all the UEs and will keep unchanged during the simulation. Figure 10 presents the curves of PDR vs PAR for different NOMA schemes and TBS. Table 3 summarizes the PAR at 1% PDR of different NOMA schemes and the relative gain of SCMA over other NOMA schemes. It can be observed that:
When TBS is 20 bytes, 
· The performance of SCMA and LCRS are similar 
· The performance of MUSA and SL-RSMA are similar, and 1.7% worse than SCMA
When TBS is 60 bytes,
· The performance of SCMA, and LCRS are similar, 2.8% better than ML-RSMA
· The performance of SL-RSMA and MUSA are similar, and 19% worse than SCMA
Observation 12: In mMTC scenario, when TBS is 20 bytes, the simulated NOMA schemes have similar performance.
Observation 13: In mMTC scenario, when TBS is 60 bytes, SCMA and LCRS have similar performance, and better than the sequence spreading based NOMA schemes.
Observation 14: In mMTC scenario, all of the simulated NOMA schemes perform better with TBS=60 bytes than that with TBS=20 bytes.
Table 2. Configurations of NOMA schemes 
	
	LCRS
	MUSA
	SL-RSMA
	ML-RSMA
	SCMA

	TBS = 20 bytes
	CR=0.102
	CR=0.204
	CR=0.204
	CR=0.102
	CR=0.204

	TBS = 60 bytes
	CR=0.287
	CR=0.574
	CR=0.574
	CR=0.287
	CR=0.287
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(a) TB size = 20 bytes
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(b) TB size = 60 bytes


Figure 10. PDR vs. PAR with given TB size 

Table 3. PAR @1% PDR with given TB size 
	TBS (bytes)
	NOMA schemes
	PAR @1%PDR
	Gain of SCMA over other NOMA schemes

	20
	SCMA
	590
	/

	
	MUSA
	580
	1.7%

	
	SL-RSMA
	580
	1.7%

	
	ML-RSMA
	/
	/

	
	LCRS
	590
	0

	60
	SCMA
	740
	0

	
	MUSA 
	620
	19.4%

	
	SL-RSMA
	620
	19.4%

	
	ML-RSMA
	720
	2.8%

	
	LCRS
	740
	0



The above are based on chi-EPA hybrid IC for all schemes. The PDR vs. PAR results for SCMA and LCRS with chip-wise MMSE hard IC receiver while MUSA and RSMA with block MMSE hard IC receiver are also given in Figure 10-1 and Table 3-1, where corresponding configurations and LLS results can be found in [11].
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(a) TB size = 20 bytes
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	(b) TB size = 40 bytes
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(c) TB size = 60 bytes


Figure 10-1. PDR vs PAR with given TB size 

Table 3-1. PAR @1% PDR with given TB size 
	TBS (bytes)
	NOMA schemes
	PAR @1%PDR
	Gain of SCMA over other NOMA schemes

	20
	SCMA
	580
	0

	
	MUSA
	580
	0

	
	SL-RSMA
	580
	0

	
	ML-RSMA
	580
	0

	
	LCRS
	580
	0

	40
	SCMA
	840
	0

	
	MUSA
	780
	7.7%

	
	SL-RSMA
	770
	9.1%

	
	ML-RSMA
	840
	0

	
	LCRS
	840
	0

	60
	SCMA
	700
	0

	
	MUSA 
	610
	14.8%

	
	SL-RSMA
	610
	14.8%

	
	ML-RSMA
	700
	0

	
	LCRS
	700
	0


	


3.2 URLLC scenario
Evaluation Parameters
For the SLS evaluation of URLLC scenario, inter-site distance (ISD) of 200m and carrier frequency of 4GHz are assumed. The allocated bandwidth is 12 PRBs, and the subcarrier spacing is 60 KHz.  There are 10 UEs in each cell, and the UEs are preconfigured with periodic time/frequency resources. The packet arrival per UE is based on FTP model 3 with Poisson arrival. The packet size is 60 bytes. The time-domain resource of each transmission opportunity (TO) and the periodicity of TOs are both 7 OFDM symbol (OS). One-symbol DMRS is assumed, and the DMRS pool size is 12, i.e., there is no DMRS collision in the simulation. In the simulation, there is no HARQ retransmission, and the number of repetitions can be 1 or 2. Figure 11 shows the example of packet arrival and transmission when the length of TO is 7 OS and the number of repetitions is 1 or 2.
	

	


	(a). 1 repetition
	(b). 2 repetition


Figure 11. Example of packet arrival and transmission
Table 4. Configurations of NOMA schemes 
	
	SCMA
	MUSA
	SL-RSMA
	ML-RSMA
	LCRS

	TBS = 60 bytes
	CR=0.287
	CR=0.574
	CR=0.574
	CR=0.287
	CR=0.287



Evaluation Results
· TO = 7OS, 1 repetition
In Figure 12, the satisfied UE ratio vs the PAR for different NOMA schemes are presented. As the PAR increases, the satisfied UE ratio will decrease. It can be observed that the performance of SCMA, ML-RSMA, and LCRS are similar, and better than that of MUSA and SL-RSMA. At the agreed target 95% of UEs satisfying the reliability and latency requirements, the PAR of different NOMA schemes are summarized in Table 5. The results show that SCMA has better performance than other NOMA schemes.
Observation 15: In URLLC scenario of TO=7OS and 1 repetition, the NOMA schemes with same code rate have similar performance (with SCMA slightly better than LCRS and ML-RSMA), and the NOMA schemes with lower code rate perform better than higher code rate.
[image: ]
Figure 12. Satisfied UE ratio vs. packet arrival rate

Table 5. Supported PAR at Satisfied UE ratio = 95%
	Evaluated Schemes
	PAR at Satisfied UE ratio = 95% (pkts/s/cell)
	Relative gain of SCMA

	SCMA
	2350
	/

	MUSA
	1690
	39%

	SL-RSMA
	1690
	39%

	ML-RSMA
	2290
	2.5%

	LCRS
	2320
	1.3%



· TO = 7OS, 2 repetitions
In order to improve the reliability, repetitions can be applied. Due to the low latency requirement of URLLC scenario, the number of repetitions cannot be too large. In Figure 13, the satisfied UE ratio vs the PAR for different NOMA schemes are presented. As the PAR increases, the satisfied UE ratio decreases. It can be observed that the performance of SCMA, ML-RSMA, and LCRS are similar, and better than that of MUSA and SL-RSMA. At the agreed target 95% of UEs satisfying the reliability and latency requirements, the PAR of different NOMA schemes are summarized in Table 6. The results show that SCMA can have better performance than other NOMA schemes. Compare the results in Figure 12 and Figure 13, we can also observe that more repetitions can help to improve the overall performance of URLLC scenario.
Observation 16: In URLLC scenario of TO=7OS and 2 repetitions, the NOMA schemes with same code rate have similar performance (with SCMA performing better that LCRS and ML-RSMA), and the NOMA schemes with lower code rate perform better than higher code rate.
[image: ]
Figure 13. Satisfied UE ratio vs. packet arrival rate
Table 6. Supported PAR at Satisfied UE ratio = 95%
	Evaluated Schemes
	Supported PAR at Satisfied UE ratio = 95%
(pkts/s/cell)
	Relative gains of SCMA

	SCMA
	2930
	/

	MUSA
	2170
	35.1%

	SL-RSMA
	2170
	35.1%

	ML-RSMA
	2810
	4.3%

	LCRS
	2810
	4.3%



The above are based on chi-EPA hybrid IC for all schemes. The satisfied UE ratio vs. PAR results for SCMA and LCRS with chip-wise MMSE hard IC receiver while MUSA and RSMA with block MMSE hard IC receiver are also given in Figure 13-1, Table 6-1 for different repetition cases respectively, where corresponding configurations and LLS results can be found in [12].
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(a) Repetition=1							(b) Repetition=2
Figure 13-1. Satisfied UE ratio vs. PAR 

Table 6-1. PAR at Satisfied UE ratio = 95%
	Evaluated Schemes
	PAR at Satisfied UE ratio = 95% (pkts/s/cell)
	Relative gain of SCMA

	Repetition=1	
	SCMA, CMMSE
	2290
	/

	
	MUSA, BMMSE
	1690
	35%

	
	SL-RSMA, BMMSE
	1690
	35%

	
	ML-RSMA, BMMSE
	2290
	0%

	
	LCRS, CMMSE
	2290
	0%

	Repetition=2
	SCMA, CMMSE
	2810
	-

	
	MUSA, BMMSE
	2150
	30%

	
	SL-RSMA, BMMSE
	2150
	30%

	
	ML-RSMA, BMMSE
	2810
	0%

	
	LCRS, CMMSE
	2810
	0%




3.3 eMBB scenario
Evaluation Parameters
For the SLS evaluation of eMBB scenario, inter-site distance (ISD) of 200m and carrier frequency of 4GHz are assumed. The allocated bandwidth is 12 PRBs, and the subcarrier spacing is 15 KHz. There are 20 UEs in each cell, and the UEs are preconfigured with periodic time/frequency resources. The packet arrival per UE is based on FTP model 3 with Poisson distribution. The packet size follows Pareto distribution of 50 ~600 bytes, and the shaping parameter is 1.5. The length of each transmission opportunity (TO) and the periodicity of the transmission resources are both 14 OFDM symbol (OS). Two-symbol DMRS is assumed, and the DMRS pool size is 24, i.e., no DMRS collision between UEs. In the simulation, the maximum number of retransmissions is 8, and there is no repetition for each transmission.
Evaluation Results
Table 5 resents the configuration of evaluated NOMA schemes. For each configuration in terms of TB size (TBS), spreading factor (SF), and code rate (CR) in a NOMA scheme, the setting is the same for all the UEs and will keep unchanged during the simulation. The TBS can be 60 bytes or 80 bytes in the simulation.
Table 7. Configurations of NOMA schemes 
	
	SCMA
	MUSA
	SL-RSMA
	ML-RSMA

	TBS = 60 bytes
	CR=0.143
	CR=0.287
	CR=0.287
	CR=0.143

	TBS = 80 bytes
	CR=0.38
	CR=0.38
	CR=0.38
	CR=0.19


PAR vs PDR
Figure 14 presents PDR vs PAR for different NOMA schemes. The supported PAR at 1% PDR for different NOMA schemes are summarized in the Table 6. When TBS is 60 bytes, SCMA is 1.0% better than ML-RSMA and LCRS, 2.0% better than MUSA, and 4.1% better than SL-RSMA. When TBS is 80 bytes, SCMA is 1.0% better than MUSA, 4.3% better than SL-RSMA, and 5.4% better than ML-RSMA.
Observation 17: For the evaluated eMBB scenario, the evaluated NOMA schemes with the same code rate have similar performance, with SCMA slightly outperforming the others.
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	(a). TBS = 60 bytes
	(b). TBS = 80 bytes


Figure 14. PDR vs. PAR 

Table 8. Supported PAR at PAR = 1% 
	TBS (bytes)
	MA schemes
	PAR @1%PDR
	SCMA gain over others

	60
	SCMA
	5100
	-

	
	MUSA
	4950
	3.03%

	
	SL-RSMA
	4900
	4.08%

	
	ML-RSMA
	5050
	0.99%

	
	LCRS
	5050
	0.99%

	80
	SCMA
	4850
	-

	
	MUSA
	4800
	1.04%

	
	SL-RSMA
	4650
	4.30%

	
	ML-RSMA
	4600
	5.43%



The above are based on chi-EPA hybrid IC for all schemes. The PDR vs. PAR results for SCMA and LCRS with chip-wise MMSE hard IC receiver while MUSA and RSMA with block MMSE hard IC receiver are also given in Figure 14-1 and Table 8-1, where corresponding configurations and LLS results can be found in [13].
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	(a). TBS = 60 bytes
	(b). TBS = 80 bytes


Figure 14-1. PDR vs. PAR 

Table 8-1. Supported PAR at PDR = 1% 
	TBS (bytes)
	MA schemes
	PAR @1%PDR
	SCMA gain over others

	60
	SCMA
	4800
	-

	
	MUSA
	4800
	0%

	
	SL-RSMA
	4800
	0%

	
	ML-RSMA
	4800
	0%

	
	LCRS
	4800
	0%

	80
	SCMA
	4500
	-

	
	MUSA
	4500
	0%

	
	SL-RSMA
	4500
	0%

	
	ML-RSMA
	4300
	4.65%



4 Conclusions 
 In this contribution, some LLS and SLS evaluation results and related observations are presented. Based on the discussion, we have following observations:
LLS evaluations
Observation 1: With the same number of branches and SF, SCMA can provide large SNR gain over sequence spreading based NOMA schemes.
Observation 2: With adaptive number of branches and SF, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes.
Observation 3: There is no signature collision problem for random active case when the number of potential UEs is not larger than the signature pool size; while the probability of signature collision is always above zero for random selection case.
Observation 4: The signature collision probability in the case of random selection is always larger than that of random active.
Observation 5: With random activation, SCMA can provide large SNR gain over sequence spreading based NOMA scheme.
Observation 6: With the same EPA receiver, SCMA can still provide large SNR gain over sequence spreading based NOMA schemes in mMTC scenario.
Observation 7: With the same EPA receiver, the receiver complexity of SCMA is lower than that of sequence spreading based NOMA schemes without sparsity.
Observation 8: SCMA with chip-MMSE receiver can have better performance than sequence spreading based NOMA schemes with chip-MMSE receiver, and perform similar to sequence spreading based NOMA schemes with block-MMSE receiver.
Observation 9: With CP-OFDM waveform, SCMA and sequence spreading based NOMA schemes with symbol-level scrambler can have similar PAPR as QPSK baseline.
Observation 10: With DFT-s-OFDM waveform, SCMA-4p codebooks with designed mapping function has lower PAPR/CM than QAM baseline; SCMA-8p and SCMA-16p codebooks with sparse RE mapping have similar PAPR as QAM baseline.
Observation 11: Multi-branch sequence spreading based NOMA schemes without sparsity increase the PAPR for DFT-s-OFDM, compared to QAM baseline.
SLS evaluations
Observation 12: In mMTC scenario, when TBS is 20 bytes, the simulated NOMA schemes have similar performance.
Observation 13: In mMTC scenario, when TBS is 60 bytes, SCMA and LCRS have similar performance, and better than the sequence spreading based NOMA schemes.
Observation 14: In mMTC scenario, all of the simulated NOMA schemes perform better with TBS=60 bytes than that with TBS=20 bytes.
Observation 15: In URLLC scenario of TO=7OS and 1 repetition, the NOMA schemes with same code rate have similar performance (with SCMA slightly better than LCRS and ML-RSMA), and the NOMA schemes with lower code rate perform better than higher code rate.
Observation 16: In URLLC scenario of TO=7OS and 2 repetitions, the NOMA schemes with same code rate have similar performance (with SCMA performing better that LCRS and ML-RSMA), and the NOMA schemes with lower code rate perform better than higher code rate.
Observation 17: For the evaluated eMBB scenario, the evaluated NOMA schemes with the same code rate have similar performance, with SCMA slightly outperforming the others.
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Appendix
[bookmark: _Ref505757384]Table A.1 Link-level evaluation assumptions
	Parameters
	mMTC
	URLLC
	eMBB
	Further specified values

	Carrier Frequency
	700 MHz
	700 MHz or 4 GHz 
	4 GHz, 700 MHz as optional
	

	Waveform 
(data part)
	CP-OFDM and DFT-s-OFDM
	CP-OFDM as starting point
	CP-OFDM as starting point
	

	Channel coding
	URLLC: NR LDPC
eMBB: NR LDPC 
mMTC: NR LDPC
	The choice of channel coding here is only for the performance evaluation purpose for NOMA study

	Numerology 
(data part)
	SCS = 15 kHz, #OS = 14
	Case 1: SCS = 60 kHz, #OS = 7 (normal CP), optionally 6 (ECP)
Case 2: SCS = 30 kHz, #OS = 4

	SCS = 15 kHz
#OS = 14
	

	Allocated bandwidth
	6 as the starting point
	12 as the starting point
	12 as the starting point
	For high payload such as 75 bytes, larger number of RBs can be considered.

	TBS per UE
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
Lower than 0.1 bits/RE is optional
	At least five TBS that are [10, 20, 40, 60, 75] bytes. Other values higher than 10 bytes are not precluded.
	At least five TBS that are [20, 40, 80, 120, 150] bytes. Other values higher than 20 bytes are not precluded.
	#bits per RE calculation does not include DMRS overhead (e.g., REs of one every 7 symbols for DMRS would not be used to carry the data)


	Target BLER for one transmission
	10%
	0.1%
	10%
	

	Number of UEs multiplexed in the same allocated bandwidth
	To be reported by companies. 

	Companies are encouraged to perform evaluations with various number of UEs
Note: refined set of numbers of UEs should be further discussed in the next meeting. 

	BS antenna configuration
	2 Rx or 4 Rx for 700MHz,
4Rx or 8 Rx for 4 GHz 
8Rx as optional
	CDL model in 38.901 should be considered for 8Rx

	UE antenna configuration
	1Tx  
	

	Propagation channel & UE velocity
	TDL-A 30ns and TDL-C 300ns in TR38.901, 3km/h, CDL optional
	

	Max number of HARQ transmission
	1 as starting point. 
	1 as starting point. More values, 2 for URLLC can be used.
	1 as starting point.
	

	Channel estimation
	Ideal channel estimation results should be reported for calibration

Realistic channel estimation
	

	MA signature allocation (for data and DMRS)
	Fixed/Random
	Proponents report the details of  random MA signature allocation (whether without or with collision)

	Distribution of avg. SNR
	Both equal and unequal

	Equal
	Both equal and unequal
	Uniform discrete values for unequal case,, range [x - a, x + a] (dB) with 1 dB step, where x is the average SNR among UEs, and the deviation  [a=3]

	Timing offset
	0 as starting point. For grant-free without perfect TA, value is TBD
	

	Frequency error
	0 as starting point. The value(s) is TBD. 
	

	Traffic model for link level
	Full buffer as starting point. Non-full-buffer model (like Poisson arrival of fixed packet size) is optional.
	

	For link level calibration purpose only
	OMA single user whose spectral efficiency is the same as per UE SE in NOMA. AWGN curves can be provided also.

	


Note: for the case when a parameter has a “OR” condition, companies are encouraged to evaluate all the corresponding values

Table A.2 System-level assumptions for NOMA evaluation
	Parameters
	mMTC
	URLLC
	eMBB

	Layout
	Single layer - Macro layer: Hex. Grid

	Inter-BS distance
	1732m
	200m for 4GHz
500m for 700MHz
	200m

	Carrier frequency
	700MHz
	4GHz or 700MHz
	4GHz

	Simulation bandwidth
	6 PRBs as starting point
	12 PRBs
	12 PRBs

	Number of UEs per cell
	Companies report

	Channel model
	UMa in TR 38.901;
The building penetration model defined in Table 7.4.3-3 in TR 38.901 is used for SLS with frequencies below 6 GHz.

	UE Tx power
	Max 23 dBm

	BS antenna configurations
	2 Rx or 4 Rx for 700MHz;
2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
dH = dV = 0.5λ;
BS antenna downtilt: companies to report, FFS a single value

4 Rx or 16 Rx for 4GHz;
4 ports: (M, N, P, Mg, Ng) = (10, 2, 2, 1, 1), 4 TXRU;
16 ports: (M, N, P, Mg, Ng) = (10, 8, 2, 1, 1), 16 TXRU;
dH = 0.5λ, dV = 0.8λ;
BS antenna downtilt: companies to report, FFS a single value

	BS antenna height
	25m

	BS antenna element gain + connector loss
	8 dBi, including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configuration
	1Tx as starting point

	UE antenna height
	Follow the modelling of TR 38.901

	UE antenna gain
	0dBi as starting point

	UE distribution
	For mMTC:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell

For URLLC:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell;
Note: Other option(s) not precluded, e.g., 500m ISD, 80% of users are outdoors (3km/h), 20% of users are indoor (3km/h).

For eMBB:
20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell

	UE power control
	Open loop PC for mMTC. Companies report the PC mechanisms used for eMBB and URLLC.

	HARQ/repetition
	Companies report (including HARQ mechanisms).

	Channel estimation
	Realistic

	BS receiver
	Advanced receiver, with baseline scheme is MU-MIMO (e.g., has the capability of spatial differentiation)
Companies to provide analysis of complexity between baseline vs. advanced receivers
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