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1	Introduction
Uu enhancements for advanced V2X use cases is one of the objectives of the NR V2X SI for Rel.16 [1]. It first aims at evaluating whether Rel-15 NR Uu and LTE Uu interfaces can support advanced V2X use cases, and then study possible enhancements. On this topic, the following was agreed during RAN1#94bis
	Agreements:
· For Uu for advanced V2X use cases, NR supports having multiple active UL configured grants in a given BWP in a given cell. 
· Details FFS
· Draft LS to send to RAN2 in R1-1812002 (Ricardo), which is approved and final LS in R1-1812058

Agreements:
· NR supports that UE reports assistance information to the gNB, consisting of at least (with details FFS):
· UE-related geographic information (e.g., position). 
· Reports of Uu V2X traffic-related information (at least for periodic traffic).



In this paper, we study the feasibility of Rel. 15 NR Uu interface for advanced V2X use cases and discuss potential enhancements.
2	Link level simulations
In this section, we present simulation results obtained to assess the Uu feasibility for advanced V2X use cases. Note that in addition to the other advanced use cases (e.g. generalized traffic model and requirements in Table 1 as agreed by RAN1 for evaluations), we also present the results considering the remote driving use case. Note that the remote driving use case has the most extreme requirements as identified by SA1. can be taken as most extreme
[bookmark: _Ref525914415]Table 1: Data rate and latency requirement for eV2X
	Traffic model
	Data rate requirement [kbps]
	Latency requirement [ms]

	Periodic traffic
	 Low traffic intensity
	16.96 
	100

	
	Medium traffic intensity 
	640-960, average 704 
	10

	
	High traffic intensity 
	8000-16000, average 12000 
	30

	Aperiodic traffic
	Medium traffic intensity 
	32-320, average 176
	50

	
	High traffic intensity 
	8000-24000, average 16000 
	10


In the simulations, the goal is to find the lowest operating point, in terms of SNR, at which a guaranteed bit rate (GBR) can be supported with a given reliability and latency constraint. To get a certain GBR, the smallest possible MCS that guarantees a peak throughput higher than that rate is chosen. By enabling link adaptation operating over all MCSs, an average bit rate above the GBR could potentially be achieved at a lower SNR, but a statement about guaranteeing the GBR within the latency window cannot be made by looking at such long-term average metric. The lowest operating point, for a given use case, is determined by the lowest SNRs required to satisfy both the GBR and reliability requirements. 
The results are obtained using HARQ retransmissions, where the number of allowed retransmissions are dependent on the latency requirements and the HARQ round trip time (RTT). For the simulations an RTT of 4, 4, and 6 slots is used for 15 kHz, 30 kHz, and 60 kHz, respectively [Table 5.3-1, [5]]. In the case of 15 kHz and 30 kHz SCS, the 4 slots delay corresponds to one slot of combined processing and scheduling delay at both UE and gNB, one slot for transmission of ACK/NACK and one slot for retransmission. In the case of 60 kHz, the combined processing and scheduling delay is increased to two slots at both UE and gNB. 
Different realistic receivers are used for DL and UL, so performance is asymmetric. One difference lies in the assumed bandwidth for the channel estimation filters. For the DL receiver the filtering bandwidth is kept equal to the default PRB bundling size of two PRBs.    
The simulation parameters are set according to simulation assumptions in [4], unless otherwise stated in the Annex, where also supplementary parameters and assumptions are listed. 
2.1 	Feasibility of remote driving use case 
The requirements of the remote driving use case states a GBR of 1Mbps in DL and 20Mbps in UL, for an e2e latency of 5ms and a reliability of 1e-5. For the simulation results provided in the following sections, a maximum RAN delay of 3ms is assumed, allowing for 2ms core latency. Furthermore, we also provide results for a relaxed 2.5Mbps UL requirement. 
2.1.1 	Remote driving, DL 1 Mbps GBR using 10 MHz BW with 3 ms latency
A RAN latency requirement of 3 ms will limit the number of allowed retransmissions. In some scenarios, slot aggregation can be configured to improve performance. This feature makes it possible to retransmit more redundancy versions within the required latency, at the cost of loss in throughput. In this contribution we restrict to an aggregation factor of 2 (aggregationFactorDL/ aggregationFactorUL in [5]). To compensate for the loss in throughput, a higher MCS is chosen when using slot aggregation. In the case of slot aggregation, the HARQ RTT for 15 kHz, 30 kHz, and 60 kHz SCS is 5, 5, and 7 slots, respectively.
Figure 1 and Figure 2 show the minimum SNRs at which the desired packet drop rate of 1e-5 and a GBR of 1 Mbps can be achieved. The minimum SNR required to satisfy the requirements in all the considered scenarios is summarized in Table 2. Slot aggregation reduces the SNR requirement in the case of 15 kHz and 60 kHz SCS scenarios by allowing more number of retransmitted slots. In the case of 30 kHz SCS, slot aggregation does not increase the number of retransmissions and the packet drop rate increases due to use of higher MCS.

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln17028-ln17978\ln17028-ln17978_DL_tbler_after_retx_all_numrl.png]
[bookmark: _Ref525817181]Figure 1: BLER vs SNR 

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln17028-ln17978\ln17028-ln17978_DL_throughput_all_numrl.png]
[bookmark: _Ref525817243]Figure 2: Throughput vs SNR


[bookmark: _Ref525817523]From Table 2 below, it can be observed that achieving target BLER is the limiting requirement in this scenario which defines the minimum required SNR. Therefore, use of blind retransmissions may help in further lowering the SNR requirements. 
[bookmark: _Toc525895357][bookmark: _Toc528953689]Using slot aggregation can help in lowering the required SNR when the SNR requirement is limited by target BLER, rather than throughput. 
[bookmark: _Ref525914709]Table 2: Minimum SNRs required to satisfy remote driving DL requirements
	SCS
	Nrof of PRBs
	Slot aggregation
	MCS
	Max Nr. of retransmitted slots 
	Minimum SNR required in dB to satisfy

	
	
	
	
	
	BLER
	GBR
	Both

	15kHz
	52
	No
	0
	0
	-0.25
	-6.13
	-0.25

	
	
	Yes
	1
	1
	-2.40
	-6.54
	-2.40

	30kHz
	26
	No
	0
	1
	-3.22
	-6.55
	-3.22

	
	
	Yes
	1
	1
	-1.00
	-6.15
	-1.00

	60kHz
	13
	No
	0
	1
	-1.16
	-5.19
	-1.16

	
	
	Yes
	1
	3
	-2.65
	-5.43
	-2.65


2.1.2 	Remote driving, UL 20 Mbps GBR using 20 MHz BW with 3ms latency
Figure 3 and Figure 4 show the minimum SNRs at which the desired packet drop rate of 1e-5 and a GBR of 20 Mbps can be achieved. The minimum SNR required to satisfy the requirements in all the considered scenarios is summarized in Table 3. As can be observed, the 15 kHz SCS scenario requires a high SNR to satisfy the packet drop rate requirement since no retransmissions are allowed in order to satisfy the 3 ms latency requirement.

	[bookmark: _Hlk525728314][image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln17646_ln17648_ln17652-20Mbps-20MHz-3ms\ln17646_ln17648_ln17652_UL_tbler_after_retx_all_numrl.png]
[bookmark: _Ref525818677]Figure 3: BLER vs SNR
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[bookmark: _Ref525818697]Figure 4: Throughput vs SNR


Also, we can observe that performance of 30kHz comes out to be better than 60kHz at such high speeds. 
[bookmark: _Toc525895358][bookmark: _Toc528953690]30kHz performance is better than 60kHz at high speeds, for the given latency constraint of 3ms. 

[bookmark: _Ref525914811]Table 3: Minimum SNRs required to satisfy remote driving UL requirements
	SCS
	Nrof of PRBs
	MCS
	Nrof. retx allowed
	Minimum SNR required in dB to satisfy

	
	
	
	
	BLER
	GBR
	Both

	15kHz
	106
	6
	0
	12
	7.09
	12

	30kHz
	52
	6
	1
	5.09
	7.03
	7.03

	60kHz
	26
	6
	1
	5.81
	7.33
	7.33



Due to the very asymmetric requirement of GBR in UL and DL in the remote driving use case, while the reliability and latency requirements are the same, the UL and DL requirements are met at widely separated SNRs despite using twice the bandwidth in UL. As a result, the UL requirements with  throughput SNR define the ‘minimum SNR at which the remote driving use case’ can be satisfied.
In the following section, we consider a relaxed UL GBR requirement of 2.5 Mbps for remote driving. 
2.1.3 	Remote driving, UL 2.5 Mbps GBR using 20 MHz BW with 3ms latency
Figure 5 and Figure 6 show the minimum SNRs at which the desired packet drop rate of 1e-5 and a GBR of 2.5 Mbps can be achieved. The minimum SNR required to satisfy the requirements in all the considered scenarios is summarized in Table 4.

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln17685_ln17687_ln17691-2p5Mbps-20MHz-3ms\ln17685_ln17687_ln17691_UL_tbler_after_retx_all_numrl.png]
[bookmark: _Ref525821104]Figure 5: BLER vs SNR
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[bookmark: _Ref525821113]Figure 6: Throughput vs SNR


It can be observed that with more feasible requirements on UL, the performance of DL and UL becomes comparable. However, in contrast to DL, throughput requirement on UL is more challenging and the required GBR defines the minimum required SNR.

[bookmark: _Toc525895359][bookmark: _Toc528953691]With a relaxed UL target GBR of 2.5 Mbps, the UL and DL has similar performance.
[bookmark: _Ref525914840]Table 4: Minimum SNRs required to satisfy the UL 2.5 Mbps GBR requirements
	SCS
	Nr. of PRBs
	MCS
	Nr. of retx allowed
	Minimum SNR required in dB to satisfy

	
	
	
	
	BLER
	GBR
	Both

	15kHz
	106
	0
	0
	-1.17
	-5.71
	-1.17

	30kHz
	52
	0
	1
	-2.22
	-4.96
	-2.22

	60kHz
	26
	0
	1
	-0.25
	-3.78
	-0.25



2.2 	High traffic Intensity
In this section we investigate the minimum SNR required to satisfy the peak and average GBR requirements of the aperiodic traffic with high traffic intensity use case in Table 1.
2.2.1 	High traffic, DL and UL 24 Mbps GBR using 20 MHz BW and 10 ms latency
Figure 7 and Figure 8 show the minimum SNRs at which the desired GBR of 24 Mbps can be achieved. With a larger latency requirement of 10 ms, more retransmissions are allowed as seen in Table 5. In this case, the SNR required to satisfy the GBR is larger than the SNR required to satisfy the reliability requirement and we omit the results for BLER. 
The small asymmetry in the SNR requirements for DL and UL directions is due the different antenna configuration and channel estimation algorithm.

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln18094-ln18099\ln18094-ln18099_DL_throughput_all_numrl.png]
Figure 7: DL throughput

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln18094-ln18099\ln18094-ln18099_UL_throughput_all_numrl.png]
Figure 8: UL throughput


[bookmark: _Ref525914919]Table 5: Minimum SNRs required to satisfy the DL and UL 24 Mbps GBR requirement
	SCS
	Nrof of PRBs
	MCS
	Nrof retx allowed
	Minimum SNR required in dB to satisfy

	
	
	
	
	DL GBR
	UL GBR

	15kHz
	106
	7
	2
	9.64
	8.98

	30kHz
	52
	8
	4
	8.16
	8.21

	60kHz
	26
	8
	6
	8.78
	8.50



[bookmark: _Toc528953692]DL and UL requirements for advance V2X use cases can be fulfilled at reasonable SNR values.

2.2.2 	High traffic density, DL and UL 16 Mbps GBR using 20 MHz BW and 10 ms latency
Figure 9 and Figure 10 show the minimum SNRs at which the desired GBR of 16 Mbps can be achieved. With a larger latency requirement of 10 ms, more retransmissions are allowed as seen in Table 6. In this case, the SNR required to satisfy the GBR is larger than the SNR required to satisfy the reliability requirement and we omit the results for BLER. 

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln18100-ln18106\ln18100-ln18106_DL_throughput_all_numrl.png]
Figure 9: DL throughput 

	[image: W:\projects_checkedout\tahiti_uu_link_20180829\results\tahiti_uu_common\results_ln18100-ln18106\ln18100-ln18106_UL_throughput_all_numrl.png]
Figure 10: UL throughput



[bookmark: _Ref525914941]Table 6: Minimum SNRs required to satisfy the DL and UL 16 Mbps GBR requirement
	SCS
	Nrof of PRBs
	MCS
	Nrof retx allowed
	Minimum SNR required in dB to satisfy

	
	
	
	
	DL GBR
	UL GBR

	15kHz
	106
	5
	2
	5.33
	5.07

	30kHz
	52
	5
	4
	4.82
	5.00

	60kHz
	26
	5
	6
	5.02
	5.09




3	Discussion on feasibility
Based on the discussion in the preceding section and in our previous contributions, we conclude that NR V2X can effectively support NR V2X use cases. Although no longer in scope of the V2X SI, it is worth noting that RAN1 has agreed simpler traffic models when it comes to remote driving.
[bookmark: _Toc528953740]RAN1 captures in the conclusion part of the TR that from RAN1 point of view, V2X can effectively support the NR V2X use cases.
Given that the NR V2X includes remote driving as a use case, we think it is necessary to add a reference in TR 38.885 to the URLLC TR.
[bookmark: _Toc528953741]TR 38.885 includes a reference to the URLLC TR. 
4	Potential enhancements
Our analysis in the preceding sections shows that the NR Uu interface can deliver V2X services with the desired performance levels. Potential enhancements are found in the following directions:
· Increasing reliability or reducing latency.
· MIMO, including multi-panel operation.
· Mobility and hand-over.
In our view, these 3 areas of study are well covered by the URLLC, MIMO, and mobility items. Moreover, per RAN agreement the URLLC SI will consider the remote driving UCs. During RAN1#94bis, there was a discussion on whether RAN1 should specify some measurements for enhanced mobility. In our view, given that mobility is mostly a RAN2 topic, the work should be triggered by RAN2, if necessary at all. For these reasons, we propose to focus on V2X specific enhancements.
[bookmark: _Toc528949617][bookmark: _Toc528949705][bookmark: _Toc528948197][bookmark: _Toc528953742]RAN1 focuses on V2X specific enhancements. 
[bookmark: _Toc528953693]Enhancements of other items may be used for V2X once specified.
[bookmark: _Toc525913338][bookmark: _Toc525913579][bookmark: _Toc525913339][bookmark: _Toc525913580][bookmark: _Toc525913340][bookmark: _Toc525913581][bookmark: _Toc525913341][bookmark: _Toc525913582]In RAN1#94bis, it was agreed to support UE reports. Such reports were also introduced in LTE. However, many aspects of the reports are left up to UE implementation. Consequently, they are of limited use to the eNB. In our view, a formal framework is necessary in NR.
[bookmark: _Toc528949619][bookmark: _Toc528949707][bookmark: _Toc528948199][bookmark: _Toc528953743]UE reports of traffic characteristics are not left up to UE implementation. Specific rules are introduced on contents and triggers. 
Finally, the aspect of Uu and PC5 coexistence deserves special attention. For correct operation of both interfaces (e.g., pool dimensioning, etc.), it is necessary that the network has detailed knowledge of the load of the PC5 resources.
[bookmark: _Toc528953744]In addition to the agreed reports, NR supports the following UE reports:
· [bookmark: _Toc528953745]PC5 traffic related information
· [bookmark: _Toc528953746]Utilization of the radio resources in the PC5 pool (e.g., CBR, etc.)
· [bookmark: _Toc528953747]Interference measurements on the radio resources in the PC5 pool.
5		Broadcast/multicast for NR Uu
The existing NR specifications do not support broadcast/multicast downlink transmissions. In the previous meeting, there were discussions on whether BC/MC for NR Uu should be studied or not. In our view, this study is out of scope for two reasons:
· At the time of drafting the NR V2X SID, there was a discussion on whether broadcast/multicast should be one of the objectives or not. Given that the study was supported only by a minority of companies, that the scope of the SI was already quite larger, and that the duration was quite short, it was agreed to leave out BC/MC for NR Uu.
· BC/MC is a complex feature with many implications beyond RAN1 and even other RAN WGs. When it comes to use cases, V2X is only on of them, arguably not even the most prominent one. Consequently, we believe that BC/MC should be studied in a dedicated SI. Only after the basic structure of NR Uu BC/MC is in place, it is reasonable to study the application to V2X and potential enhancements targeting specific use cases.
[bookmark: _Toc528949626][bookmark: _Toc528949713][bookmark: _Toc528948205][bookmark: _Toc528953748]Broadcast and multicast for NR Uu are not studied in the NR V2X study item. 
6	Conclusions
[bookmark: _GoBack]In the previous sections we made the following observations: 
Observation 1	Using slot aggregation can help in lowering the required SNR when the SNR requirement is limited by target BLER, rather than throughput.
Observation 2	30kHz performance is better than 60kHz at high speeds, for the given latency constraint of 3ms.
Observation 3	With a relaxed UL target GBR of 2.5 Mbps, the UL and DL has similar performance.
Observation 4	DL and UL requirements for advance V2X use cases can be fulfilled at reasonable SNR values.
Observation 5	Enhancements of other items may be used for V2X once specified.
Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN1 captures in the conclusion part of the TR that from RAN1 point of view, V2X can effectively support the NR V2X use cases.
Proposal 2	TR 38.885 includes a reference to the URLLC TR.
Proposal 3	RAN1 focuses on V2X specific enhancements.
Proposal 4	UE reports of traffic characteristics are not left up to UE implementation. Specific rules are introduced on contents and triggers.
Proposal 5	In addition to the agreed reports, NR supports the following UE reports:
	PC5 traffic related information
	Utilization of the radio resources in the PC5 pool (e.g., CBR, etc.)
	Interference measurements on the radio resources in the PC5 pool.
Proposal 6	Broadcast and multicast for NR Uu are not studied in the NR V2X study item.
[bookmark: _In-sequence_SDU_delivery]5	References
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6	Annex 
The table below gives some simulation parameters. The other parameters are set according to simulation assumptions described in [3]. 
Table 2. simulation parameters
	Carrier frequency
	2 GHz 

	Channel model (fast fading model)
	TDL-A, 300 ns 

	Bandwidth
	20 MHz UL +10 MHz DL 

	Channel codes 
	LDPC

	Signal waveform 
	CP-OFDM

	Subcarrier Spacing
	15kHz, 30kHz, 60kHz 

	Cyclic Prefix (CP) length 
	Normal CP

	Frequency synchronization error
	0

	Time synchronization error
	0

	Retransmission delay 
	4 slots (15/30kHz), 6 slots (60kHz) 

	Number of antennas 
	BS: 2x2, UE: 1x2

	Number of layers
	1 layer UL/DL

	UE receiver algorithm
	Practical channel estimator with practical channel analyzer

	UE moving speed 
	250 km/h 

	Link adaptation scheme
	Fixed MCS from Table 5.1.3.1-2 in [5]
to achieve GBR
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