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[bookmark: _Ref520123766]Introduction
The IAB SI has agreed to evaluate the benefits of IAB networks with evaluation assumptions listed in [1]. In this contribution, we summarize the benefit of IAB network, especially the multi-hop deployments of IAB networks shown in the simulation results. 
[bookmark: _Ref178064866]Benefits of IAB deployment
IAB has been envisioned as a promising technology to improve network capacity and coverage especially regarding mmWave deployment. The gain in user throughput is partly captured in [2] compared to the baseline network deployed without IAB nodes. In addition, in a heterogenous dense urban scenario as shown in Figure 1, where on an average 3 IAB nodes are deployed per IAB donor sector with 500m ISD, the IAB network can reduce the UE outage from 24.8% to 6% in the DL and from 20.5% to 1% in the UL considering 80% indoor and 20% outdoor UEs.  
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[bookmark: _Ref528845173]Figure 1: IAB network deployment.
Benefits of multi-hop deployment
Multi-hop deployment is one of the main features of IAB network. One reason of the multi-hop advantage is that the pathloss of LoS and NLoS links differ a lot at the mmWave range [3]. As shown in Figure 2, for the same network deployment and channel environment, if only single hop is allowed, most of the IAB nodes can only connect to the IAB donor via a NLoS link, whereas in Figure 2(a) they can actually connect to other IAB nodes via LoS links.
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(a)                                                                                 (b)
[bookmark: _Ref528846255]Figure 2: Topology comparison. a) topology formation without hop limit constraint; b) single-hop deployment.
In the dense urban scenario of Figure 2 with sparse fiber-connected donor nodes, the number of to-be-served backhaul links is the same as the number of IAB nodes, which is much larger than the number of donor nodes. In Figure 2(a) the multi-hop deployment, the backhaul links are served both by donor nodes and by intermediate IAB nodes, whereas in Figure 2(b) the single-hop case all backhaul links are directly served by the donor nodes. In the multi-hop deployment, traffic is aggregated with certain processing by the downstream IAB nodes and then forwarded to the upstream IAB nodes where further aggregation is carried out, and eventually arrive at the donor node. It would be easier and more efficient for the donor node to handle the traffic since the number of backhaul links directly served by the donor node is effectively reduced.
[bookmark: _Toc528849111][bookmark: _Toc528852499][bookmark: _Toc528853702][bookmark: _Toc528932206]Comparing to the single-hop relay, multi-hop deployment can have much higher chance to serve wireless backhaul with LoS links, meanwhile limit the number of backhaul links directly served by a certain node. 
Further results in Figure 3 quantify the advantage of multi-hop deployment in terms of providing better connecting route between UE and donor node. The results show that both backhaul link quality in terms of SNR or SINR and the route quality in terms of minimum-RSRP along a certain backhaul path are improved in the multi-hop deployment.   
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[bookmark: _Ref528848241]Figure 3: Link performance comparison. a) SNR or SINR per link; b) minimum backhaul link RSRP per route.
[bookmark: _Toc520121774][bookmark: _Toc520125813][bookmark: _Toc520126089][bookmark: _Toc520205352][bookmark: _Toc521494747][bookmark: _Toc528849112][bookmark: _Toc528852500][bookmark: _Toc528853703][bookmark: _Toc528932207]Multi-hop IAB deployment improves the connection, in terms of link/route quality, between the UE and the serving IAB donor comparing to the single-hop relay.
End-to-end route selection
To explore the benefit of multi-hop IAB deployment, optimized end-to-end route selection metric should be considered. Unlike the UE which can camp on the cell providing best link quality, associating an IAB node to a parent node needs to take the end-to-end route from any IAB node to the donor into consideration. Upstream and downstream IAB nodes in an IAB chain mutually impact the performances of each other.  
One straightforward outcome of any end-to-end route selection metric is the number of hops between a donor node and a served UE, which impacts the timing-related issues for the UE. The end-to-end route selection should implicitly confine the number of hops between a donor node and a served UE if there is no hard limit on the maximum number of hops. To achieve this, the decision of associating an IAB node to a parent node should not only consider for maximizing the performance of users served by the new IAB node, but also consider for minimizing the impact on the performance of all affected upstream nodes that have already been in the network as well as the users served by those IAB nodes.
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[bookmark: _Ref528851529]Figure 4: Comparison of number-of-hop distribution resulted from different topology formation metric.
Figure 4 shows an example of the resulted number of hops of two selection metrics using the topology formation procedure as proposed in [4]. The blue curve provides better end-to-end route quality to the UE since the minimum-link-SNR along the selected route is maximized. However, the corresponding number of hops may extend up to 7 since there is no restriction on how this extension will impact the upstream nodes. The red curve considers the trade-off between the end-to-end route quality and the number of aggregated downstream child nodes served by a certain node, which implicitly confines the number of hops. In the latter case, link with best quality may not be selected due to the larger number of nodes already connected to a common upstream node.  
[bookmark: _Toc528852501][bookmark: _Toc528853704][bookmark: _Toc528932208]The number of hops between a donor node and a served UE is implicitly limited by considering the impact of aggregated downstream-node number to each upstream node in the process of end-to-end route selection. 
Conclusion
In this contribution, we made the following observations:
Observation 1	Comparing to the single-hop relay, multi-hop deployment can have much higher chance to serve wireless backhaul with LoS links, meanwhile limit the number of backhaul links directly served by a certain node.
Observation 2	Multi-hop IAB deployment improves the connection, in terms of link/route quality, between the UE and the serving IAB donor comparing to the single-hop relay.
Observation 3	The number of hops between a donor node and a served UE is implicitly limited by considering the impact of aggregated downstream-node number to each upstream node in the process of end-to-end route selection.
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[bookmark: _Ref525805600]Appendix
	Parameters
	Heterogeneous scenario (dense urban)

	Layout
	Two layer
Macro layer: Hex. Grid (all macro BSs are IAB donors)
· 7 sites

Micro layer: Random drop (All micro BSs are all outdoor and are IAB nodes)
- 3 micro BSs per macro BS

See Figures A.2.1-3 of TR 38.802

IAB node is assumed to have 3 panels with 120 degree shift relative to each other. 
· After a certain parent node is selected, add 3 panels to the newly added IAB node with one of the panels pointing towards the parent node
Panel orientation is assumed fixed for a simulation run.

	Inter-BS distance
	Macro layer: 500m

	Min distance
		Distance
	ISD 500m
	ISD 200m

	Minimum distance between Micro TRPs
	40m
	40m

	Minimum distance between Macro TRP and UE
	35m
	10m

	Minimum distance between Micro TRP and UE
	10m
	10m

	Minimum distance between Micro TRPs and Macro TRP
	40 m
	20m




	Topology formation
	See Section Error! Reference source not found.

	Carrier frequency
	30GHz

	Duplex mode
	TDD

	Aggregated system bandwidth (access + backhaul)
	30GHz: Up to 400MHz (DL+UL)

	Simulation bandwidth
	400MHz

	Large-scale channel parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m) 
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m) 
- UE-to-UE: UMi-Street canyon (hBS =1.5m ~ 22.5m), penetration loss between UEs follows Table A.2.1-12 of TR38.802

The path loss for links between the IAB node and candidate serving IAB nodes/donors is determined based on N =3 independent large-scale channel realizations (taking into account LOS/NLOS probability and shadow fading).The realization that results in the minimum pathloss between the IAB node and the associated serving IAB node/donor is selected.


	Fast fading parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro to macro: 5GCM UMa O-to-O (hUE =25m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- Macro to micro: 5GCM UMa O-to-O; ASA and ZSA statistics updated to be the same as ASD and ZSD for UMi-Street canyon; ZoD offset = 0
- Micro to Micro: UMi-Street canyon O-to-O (hUE =10m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- UE to UE: UMi-Street canyon; ASD and ZSD statistics updated to be the same as ASA and ZSA. Dual mobility support. 

	BS Tx power 
	Macro layer:
Above 6GHz: 40 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 40 dBm
Micro layer:
Above 6GHz: 33 dBm PA scaled down with simulation BW when system BW is higher than simulation BW. Otherwise, 33 dBm. 
EIRP should not exceed 73 dBm and 68 dBm for the macro and micro layers respectively(*)

	UE Tx power
	30GHz: 23dBm

EIRP should not exceed 43 dBm (*)

	BS antenna configurations
	See Table A.2.1-4 of TR38.802.
At least for the purpose of IAB evaluations, when the IAB node has multiple panels, access and backhaul traffic can be sent on any panel, subject to the per IAB-node half duplex constraint.

	BS antenna element gain + connector loss
	See Table A.2.1-4 of TR38.802

	BS receiver noise figure
	Above 6GHz: 7dB

	UE antenna configuration
	See Table A.2.1-4 of TR8.802.

	UE antenna height
	Follow TR36.873 

	UE antenna gain
	Follow the modeling of TR36.873

	UE receiver noise figure
	
Above 6GHz: 10dB (high performance)

	Traffic model
	Equal buffer model with 75bps/m2 

Ratio of access DL/UL traffic = {4:1} 

	Beamforming
	DL: long-term wideband eigen-beamforming

	UE distribution
	30 users per macro sector. UEs are dropped independently with uniform distribution. The number of UEs is fixed for cases with and without IAB nodes.

- 80% indoor (3km/h), 20% outdoor (30km/h) 

Mix of O2I penetration loss models for higher carrier frequency
· Option 2
· Low-loss model – 50%
· High-loss model – 50%
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