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Introduction
In RAN#80, the UE power saving study item was approved [1]. It is stated in the study item that the following techniques for UE power saving should be studied:
1. Identify techniques for UE power saving study with focus in RRC_CONNECTED mode [RAN1, RAN2]
a) Study UE adaptation to the traffic and UE power consumption characteristics in frequency, time, antenna domains, DRX configuration, and UE processing timeline for UE power saving (Note: existing UE capabilities are assumed for UE processing timeline)
i. Network and/or UE assistance information
ii. Include mechanism in reducing PDCCH monitoring, taking into account current DRX scheme
b) Study the power saving signal/channel/procedure for triggering adaptation of UE power consumption characteristics
In this contribution, we will discuss various aspects of 1-a, and provide our views and proposals for consideration.
This contribution is mostly a resubmission of R1-1811282 [8] with revisions throughout, and new materials are added in the following sections:
· Section 2: Power Evaluation
· Section 4.1.2: Dynamic Adaptation of DRX Configuration

Power Evaluation
[bookmark: _Ref528960233]Pre-wake-up window for C-DRX enhancement
This section is for the power consumption analysis of the pre-wakeup-window technique, introduced in Section 4.1.1.
A simple analysis can verify the benefit of using PWU windows over the conventional SSB-based scheme. The analysis is based on the power models agreed in RAN1#94bis, and the assumptions are shown in the table below.
	Setting
	Configuration

	Power model
	FR1 baseline (RAN1#94bis agreement)

	C-DRX
	      1. 160msec cycle, 8msec ON duration
      2. 320msec cycle, 10msec ON duration

	Measurement resources
	

· SSB-based: y ~ Unif (0, 20msec)
· PWU window: y = 0 slots


For the resources for measurement, it is assumed that the SSB-based scheme uses only one SSB burst (20msec periodicity) of 2 slots, closest to the ON duration. Therefore, the time offset between the SSB burst and the ON duration is uniformly random between 0 and 20msec. For PWU window, 2-slot TRS burst is placed right before each ON duration. It is further assumed that the UE selects a legitimate sleep state (dep, light, or micro sleep) depending on the length of sleep-eligible duration, and the transition overhead is accordingly applied. In the following table, the C-DRX power consumption for the SSB-based and PWU window schemes are compared; from the results in the table, the power-saving benefit of using PWU windows is clearly demonstrated.
	Slot-average power
	C-DRX configuration (cycle, ON duration)

	
	(160msec, 8msec)
	(320msec, 10msec)

	SSB-based (baseline)
	11.11
	6.67

	PWU window
	9.38
(15.6% reduction from baseline)
	5.81
(12.9% reduction from baseline)




[bookmark: _Ref528960299]Reducing number of blind decode candidates
This section is to analyze the impact of the number of blind decode candidates to power consumption. The principle of reducing blind decode candidates is explained in Section 4.3.1.
Note that, throughout this section, PDCCH-only scenario (no data scheduling) is assumed. According to the baseline power models agreed in RAN1#94bis, assume that the relative power consumption of 100 units for ‘PDCCH-only’ state corresponds to either 25% or 50% of active portion (including OTA control symbol reception and PDCCH processing). Then the power consumption during the active portion is accordingly calculated (as in the table below), while the power consumption during microsleep is 45. 
	Baseline
	Case 1
	Case 2

	Active portion (TCCH/Tslot)
	25%
	50%

	Active power (units)
	265
	155

	Microsleep power (units)
	45
	45

	Slot-average power (units)
	
	


It is evident in the processing timeline that certain components are fixed even if the number of BD is reduced. For example, for 2 control symbols, 14.3% of the slot is due to control symbol OTA time and this is fixed. For the components that scale with reduced number of BD, let’s assume that those components make up for about 50% of the processing timeline (not including control symbol OTA time), and we can cut down BD by half. Overall, for Case 1, the active portion reduces by 2.7% of a slot. For Case 2, the active portion reduces by roughly 8.9% of a slot. The power numbers are shown below:
	BD reduction
	Case 1
	Case 2

	Active portion (TCCH/Tslot)
	
	

	Slot-average power (units)
	
	

	Saving over baseline
	6.6%
	9.9%


The above example clearly shows the principle of diminishing returns. There is not much power saving gain if decent amount of microsleep can already be achieved, as shown in Case 1. In general, the smaller TCCH/Tslot (e.g., typical for FR1) is, the smaller power saving gain is achieved. Considering all the signaling and procedural overheads, the overall benefit may further decrease.
As a reference for comparison, the power saving gain of cross-slot scheduling can be also evaluated. Note that the power saving gain of cross-slot scheduling corresponds to the maximum achievable gain in PDCCH timeline adaptation. Assuming 2 control symbols, we have the following numbers:
	Cross-slot scheduling
	Case 1
	Case 2

	Microsleep portion
	

	Slot-average power (units)
	
	

	Saving over baseline
	23.5%
	39.3%


Note that, in RAN1#94bis, the agreed power model assumes 30% power reduction by cross-slot scheduling, which is well-aligned with Case 1 in the above table. This justifies the assumption on 25% active portion in Case 1.

[bookmark: _Ref528960346]PDCCH occasion skipping
This section provides system-level power-saving evaluation for PDCCH occasion skipping (Section 4.3.3).

System-level simulation parameters
The power models and system-level simulation assumptions for the evaluation are as agreed in RAN1#94bis, which is repeated in the following table just for reference:
	Setting
	Configuration

	Power model
	FR1 and FR2 baseline (RAN1#94bis agreement)

	System parameters
	DL-only, Dense urban (Table A2.1-1 in TR38.802)

	Traffic model
	FTP model 3 (0.5Mbyte, λ=5)

	UE distribution
	10 UEs per cell, 100% outdoor

	Scheduling
	PF, TDM-based

	C-DRX
	Not configured


We consider both FR1 and FR2 for the evaluation. In particular, some simulation parameters, e.g., those related to analog beamforming, are specific to FR2 and listed in the following table.
	Setting (FR2)
	Configuration

	gNB antenna array
	{M, N, P} = {32, 8, 2}, single panel

	gNB EIRP
	60 dBm = 8 dBi [ant gain] + 10*log10(256) [array gain] + 10*log(256) [tx pwr across elem] + 4 dBm [pwr per el]

	gNB analog BF codebook
	DFT codebook with 66 beams (22 [azimuth] * 3 [elevation])

	UE antenna array
	{M, N, P} = {2, 2, 2}, two panels



Resource utilization
At the first step, we evaluated the average resource utilization (RU) per UE with the given traffic model. As shown in the following table, the resource utilization per UE is about 5%, which gives 50% cell RU (10 UEs per cell). Note that this value is close to the recommended range (10-50%) in TR 36.814.
	Traffic model
	Percentage of average scheduled slots per UE

	Full Buffer
	10.0%

	FTP model 3 (0.5 Mbyte, λ = 5 files/sec)
	5.2%



Power consumption
For power consumption evaluation and comparison, we consider three scenarios in the following table.
	Baseline
	· No cross-slot scheduling ()
· No PDCCH occasion skipping

	Cross-slot scheduling
	· With cross-slot scheduling ()
· No PDCCH occasion skipping

	PDCCH skipping
	· No cross-slot scheduling ()
· With PDCCH occasion skipping


As already viewed in Section 4.3.3, we can rely on the existing SFI framework in Rel-15 for the indication of PDCCH skipping. To be specific, we assume slot-format indication periodicity of 8 slots, and an SFI can indicate one of the “skip patterns” (Figure 1) for the next 8 slots. 


[bookmark: _Ref528960113]Figure 1. PDCCH occasion skipping patterns
In Table 1, Table 2 and Table 3, the average, median, and 5th percentile power consumption of different scenarios are compared. Also, in the same tables, the percentage power saving gains relative to the baseline are also included as numbers in parentheses.


[bookmark: _Ref528960136]Table 1: Average power consumption (relative gain over baseline in parentheses)
	PDCCH periodicity
	Baseline
	Cross-slot scheduling
	PDCCH skipping (ideal)

	FR1
	1
	110.4
	82.0 (25.7%)
	63.4 (42.6%)

	
	2
	83.8
	69.6 (16.9%)
	60.3 (28.0%)

	
	4
	70.5
	63.4 (10.1%)
	58.8 (16.6%)

	
	8
	63.9
	60.3 (5.6%)
	58 (9.2%)

	FR2
	1
	181.5
	131.7 (27.4%)
	74.1 (59.2%)

	
	2
	119.4
	94.5 (20.9%)
	65.6 (45.1%)

	
	4
	88.3
	75.8 (14.2%)
	61.4 (30.5%)

	
	8
	72.8
	66.5 (8.7%)
	59.3 (18.5%)



[bookmark: _Ref528960145]Table 2: Median power consumption (relative gain over baseline in parentheses)
	PDCCH periodicity
	Baseline
	Cross-slot scheduling
	PDCCH skipping (ideal)

	FR1
	1
	108
	79.2 (26.7%)
	60.3 (44.2%)

	
	2
	81.2
	66.8 (17.7%)
	57.3 (29.4%)

	
	4
	67.8
	60.6 (10.6%)
	55.9 (17.6%)

	
	8
	61.1
	57.5 (5.9%)
	55.1 (9.8%)

	FR2
	1
	180.0
	129.6 (28.0%)
	71.0 (60.6%)

	
	2
	117.2
	92.0 (21.5%)
	62.7 (46.5%)

	
	4
	85.8
	73.2 (14.7%)
	58.6 (31.7%)

	
	8
	70.1
	63.8 (9.0%)
	56.5 (19.4%)



[bookmark: _Ref528960155]Table 3: 5th percentile power consumption (relative gain over baseline in parentheses)
	PDCCH periodicity
	Baseline
	Cross-slot scheduling
	PDCCH skipping (ideal)

	FR1
	1
	102.4
	72.7 (29.0%)
	53.1 (48.1%)

	
	2
	75.1
	60.3 (19.7%)
	50.5 (32.8%)

	
	4
	61.4
	54.0 (12.1%)
	49.1 (20.0%)

	
	8
	54.6
	50.9 (6.8%)
	48.5 (11.2%)

	FR2
	1
	176.5
	124.6 (29.4%)
	63.8 (63.9%)

	
	2
	112.1
	86.2 (23.1%)
	55.8 (50.2%)

	
	4
	80.0
	67.0 (16.3%)
	51.8 (35.3%)

	
	8
	63.9
	57.4 (10.2%)
	49.8 (22.1%)


From the results in the above plot and tables, the power saving gain of PDCCH occasion skipping is evident. With PDCCH periodicity of 1 slot, the relative power saving is about 40% for FR1 and 60% for FR2. Note that the gain is prominent in FR2 due to the higher PDCCH processing power than FR1. As expected, the gain usually diminishes with increasing PDCCH periodicity, but the gain is still decent with PDCCH periodicity of 8 slots.


Adaptation in Frequency
Dynamic bandwidth adaptation is supported in Rel-15 based on the BWP adaptation feature. It is an effective power saving feature for single wideband carrier use case, but less for multiple carrier use case. 
SCell power consumption for the UE is a critical issue in NR especially for mmW deployment. Peak active use case aside, power consumption level can be very high even for PDCCH monitoring scenario. Enhanced microsleep with cross-slot scheduling alleviates the issue to some extent but the next step is to further tackle the duty cycle aspect by being able to quickly put SCell into low power / deactivated state when it is not needed.

[bookmark: _Ref528667336]Power Saving for CA
Motivation
Generally, carrier aggregation can be power efficient if sufficient amount of data is served on the carriers. NR inherits much of the designs for carrier aggregation from LTE, i.e. SCells can be added by RRC configuration, and can be activated and deactivated based on actual usage need. The signaling mechanism for SCell activation and deactivation is based on MAC CE for Rel-15, same as LTE. When a SCell is deactivated, UE is not expected to receive or transmit on the SCell, but it may still perform CSI measurement and reporting. Effectively, UE can save power by turning off the hardware or processing capability associated with the SCell. In RAN#94bis, it has been agreed that the power consumption for 2CC is generally about 1.7 times of that for single carrier case. The power consumption for higher number of CC is discussed in our companion paper [2]; It can be substantial as the processing requirement pushes to higher clock and voltage for the baseband, and potentially with the use of multiple RF chains.
While the design motivation for SCell activation and deactivation was for power saving, in practice, it is not very effective. This is mainly because the latency for activating a SCell is quite high (24~36 milliseconds for LTE, not yet finalized for NR). As a result, network tends to activate SCells and leave them activated even during periods of low data activity and when the SCells are not used. This is wasteful of power because UE would be monitoring PDCCH on all of the activated SCells instead of monitoring PDCCH only on the PCell. 
For Rel-15 LTE euCA [10], a new SCell state, distinct from activated and deactivated state, is introduced. This new state allows periodic CSI of the SCell to be measured and reported, but otherwise is similar to legacy deactivated state: no data transactions are allowed and PDCCH is not monitored on the SCell. The advantage is that the latency of transition into active state from this new state is reduced significantly compared to transition from deactivated state. The UE power consumption in the new state is much lower than that in active state and can be slightly higher than that in deactivated state. Fast state transition from low power new state to high power active state results in reduced overall UE power consumption for most traffic patterns. 
Enhancements to SCell power state management should be considered for Rel-16. Primarily, there are two main approaches which serve different use cases:
1. SCell dormancy
· Introduce an intermediate state between SCell activation and deactivation, where UE skips PDCCH monitoring on the SCell and does not expect to be scheduled on the SCell. It may still perform measurements on the SCell so that transition to activation state can be very quick.
· This technique should target traffic variations in smaller time scale.
· In terms of the configuration and signaling mechanism to support transitioning in and out of dormancy state, we propose two alternatives:
Alt-1: Dormant BWP (Section 3.1.2)
Alt-2: Semi-persistent search space configuration (Section 3.1.3)
· In the following sections, the discussion in RAN1 will focus on above mechanisms to support SCell dormancy. RAN2 can focus on the other aspects of introduction of SCell new state.
2. Fast SCell activation / deactivation
· Greatly reduce the activation latency (compared to LTE) such that SCells can be activated and deactivated more efficiently to adapt to traffic load variations.
· This technique should target traffic variations in larger time scale.
· Optimization of Scell activation/deactivation timeline is a joint RAN4/2/1 topic.

[bookmark: _Ref528665980]Dormant BWP
For Rel-15, the dynamic BWP adaptation feature can be very effective in power saving for operation a wideband carrier. On the other hand, for initial NR deployment, majority of the CA scenarios are intra-band CA (especially in FR2). For these scenarios, typical UE implementation is to use a common RF covering the span of bandwidth across the carriers. With this setup, BWP adaptation is not very effective in achieving power saving compared to the single wideband carrier scenario, because the common RF bandwidth is dictated by the span of all the monitored CORESETs across activated cells. The following illustrates the point:
	[image: ]
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Compared to adapting the bandwidth of each individual SCell, being able to put SCell into power saving state and bringing it back briskly would be more effective for power saving. It has been proposed in RAN2 that the BWP framework can be leveraged to implement an analogous version of LTE new SCell state for NR. New SCell state can correspond to a designated BWP with special attributes supporting low power operation. Such BWP can be called “dormant BWP” where no uplink or downlink grant is allowed, but CSI measurement and reporting may continue.
The details of how “dormant BWP” can be configured can be discussed further. During period of low traffic activity, activated SCell(s) can have its active BWP switched to the dormant BWP; The UE would continue monitoring DL control channel on the PCell, but not on the SCell(s) with dormant BWP being active. The actual signaling mechanism to put SCell in and out of dormant BWP can be done via specialized BWP DCI signaling on the PCell. Also, the default BWP for the SCell can be configured to be the dormant BWP, so that when BWP timer expires, the SCell autonomously switches to the dormant BWP for power saving. 
Another more simplified scheme is to base the switching of SCell’s dormant BWP on PCell’s active BWP status. For example, one BWP on PCell can be designated as the “power saving BWP” and whenever it is active, SCell’s active BWP is implicitly switched to the dormant BWP. It is most logical to configure the power saving BWP the same as the default BWP on PCell, so that upon BWP timer expiry, SCells are switched to the dormant BWP. For better flexibility, the set of SCells affected by the implicit switching can also be RRC-configured.
For UE supporting intra-band contiguous CA with common RF, UE can optimize its active RF bandwidth based on the active BWP and dormant BWP status across cells, as illustrated below:
[image: ]
Even for CA configuration other than intra-band contiguous CA, being able to bring SCell(s) in and out of dormancy using BWP switching is still good for power saving. It also offers the benefit that the adaptation latency is already defined by leveraging the BWP switching mechanism.
[bookmark: _Toc525663661][bookmark: _Toc525834105][bookmark: _Toc525916229][bookmark: _Toc528863311][bookmark: _Toc528958966][bookmark: _Toc528959603]Proposal 1: Enhancement to Rel-15 BWP framework can be considered to support “dormant BWP” for SCell power saving in Rel-16.

[bookmark: _Ref528948684]Semi-persistent search space configuration
In Section 4.3.2, a DCI-based search space set activation/deactivation scheme is proposed in the context of PDCCH monitoring reduction. In this scheme, the SS sets in the SCell remains inactive normally, and can be selectively activated by DCI signaling from the anchor SS set. When a SS set is inactive, the UE will skip PDCCH monitoring in the set.
In connection with the dormancy state, an SCell may be said to be dormant when all the configured SS sets within the cell are inactive. Therefore, the DCI-based SS set activation/deactivation may be considered as a signaling basis for fast transition of SCell to the dormancy state. Compared to the dormant BWP in Section 3.1.2, this provides additional flexibility of power adaptation, because the state of each SS set can be individually controlled.  
[bookmark: _Toc528863312][bookmark: _Toc528958967][bookmark: _Toc528959604]Proposal 2: Semi-persistent search space configuration based on DCI-signaling can be considered to support fast transitioning in and out of SCell dormancy state.

Fast SCell activation / deactivation
The motivation for fast SCell activation/deactivation is so that the number of activated SCell can adapt more closely to the actual traffic load, thereby saving more power. Current LTE Scell activation latency is quite long (24 to 32 msec). In NR, it may be possible to optimize the timeline for SCell activation/deactivation with aperiodic TRS/CSI-RS and DCI-based signaling. More details can be found in [9].
One difference with SCell dormancy state is that when a SCell is deactivated, UE does not have to perform any measurement or operations on the SCell, whereas for SCell dormancy state, UE may perform CQI measurements and reporting, albeit at a much sparser periodicity. It is expected that transitioning from dormancy state to activated state is still much shorter than transitioning from deactivated state. One way these two features can be differentiated is that SCell dormancy state targets faster (short-term) traffic variations, while fast SCell activation/deactivation targets slower (long-term) traffic variations.
[bookmark: _Toc525663660][bookmark: _Toc525834108][bookmark: _Toc525916232][bookmark: _Toc528863313][bookmark: _Toc528958968][bookmark: _Toc528959605]Proposal 3: NR should consider enhancements to SCell activation and deactivation so that the timeline and overhead can be reduced relative to Rel-15.

Power Efficient Carrier Selection
For inter-band CA, it is likely that the power efficiency for carriers in different bands could be different. For example, carriers in FR1 tends to be more power efficient (in terms of Mbps per mA, inversely proportional to nano-Joules per bit). On the other hand, carriers in FR2 may support higher peak throughput (e.g., with intra-band CA of a large number of CCs) at the expense of increased power consumption. For a device supporting both FR1 and FR2, the UE can normally be served in FR1 for higher power efficiency and, if the traffic load is sufficiently high, switch to FR2 can be triggered. While this can be done on Rel-15 already by gNB’s choice, the scheme can be improved by considering UE providing assistance information for gNB to make the power-efficient decision. Further discussion on the UE assistance information can be found in Section 6.
[bookmark: _Toc528863307][bookmark: _Toc528958961][bookmark: _Toc528959598]Observation 1: Power-efficient carrier selection can be handled in the same framework of UE assistance information of power saving.

[bookmark: _Ref525905934]Adaptation in Time
In principle, the core of power saving in time domain is supporting UE sleep when it is eligible. How to quickly ramp up the performance of the modem after waking up from sleep state, finish the data burst transfer as fast as possible, and return to sleep would be the recurring theme for power saving in time domain. 
DRX has been considered as a representative time-domain power saving scheme. For Rel-16, one main area for DRX improvement is “warm-up” timeline optimization. Impact is especially significant for C-DRX which typically contributes more to overall battery life compared to I-DRX.
In LTE, there is an always-on reference signal, CRS, so UE can wake up a little ahead of time before the ON duration to “warm-up”, i.e. acquire synchronization, run AGC, getting the modem hardware ready to receive PDCCH and potentially receiving PDSCH and transmitting HARQ-ACK. In NR, there is no always-on reference signal as in LTE. Instead, SS/PBCH blocks are transmitted periodically, but much sparser than CRS in LTE. There are various tradeoffs for how UE stays in sync with the network, performs beam management, performs serving cell measurement, and monitors PDCCH, etc., during its ON and/or active time.
For NR C-DRX, TRS is supported. This has the potential to compact the active timeline and limit/reduce the number of wake-up that the UE has to go through, thereby saving power. 
Adaptation of timing parameters can also be beneficial for power saving. Cross-slot scheduling for extending microsleep is a very important feature. It is supported in Rel-15, but as discussed in Section 2.3 in [6]; the support requires quite a lot of detailed configurations (e.g. making sure all k0 entries in pdsch-symbolAllocation table is greater than 0), and there is a bug in A-CSI triggering offset that may present some challenge in configuring it to work (see Section 4.2.3). In Rel-16, above issues should be revisited and enhancements to make cross-slot scheduling usage more seamless should be considered. 

C-DRX Enhancements
[bookmark: _Ref528787837]Pre-wake-up window for C-DRX
There can be two major power saving strategies for C-DRX:
(A) Minimizing portion of ON duration
(B) Minimizing the chance of unnecessary wake-up
The benefit of (A) is straightforward and can be attained by configuring the UE with a very long C-DRX cycle and a very short ON-duration, as far as the latency requirement allows. Regarding (B), waking up from sleep to the active state may involve some power overhead such as ramping-up RF front-ends and acquiring synchronization. In NR C-DRX operation, in addition to the regular wake-up for ON-durations, additional wake-up may be required in the middle of C-DRX OFF-periods. For example, the UE may rely on SS/PBCH blocks for time/frequency synchronization and beam management (for FR2) during C-DRX operation. However, since SSBs are sparse in time and not necessarily aligned with ON-durations, the UE may need to wake up during OFF-periods to measure the SSBs. On top of the wake-up overhead, any additional wake-up in the middle of OFF-periods can prevent the UE from going into deeper sleep and result in power penalty. 
A simple solution to reduce the number of additional wake-up may be utilizing CSI-RS for tracking (TRS) and/or CSI-RS for beam management. In Rel-15, CSI-RSs for tracking/BM can be transmitted during C-DRX ON-durations. For fast warm-up of UE, it is preferred to transmit the CSI-RSs in the beginning of ON-durations. However, measuring CSI-RSs and performing required processes (e.g., tracking or beam management) involves their own latency, and the performance of the UE receiving/transmitting control and data channels may be impacted until those processes are finished, especially when the ON-duration is very short. To overcome the issue, in Rel-16, a pre-wake-up (PWU) window can be considered at a little ahead of time before each ON-duration, as illustrated in Figure 2. That is, a UE may wake up a little earlier than the ON-duration, receive a TRS, and recover time and frequency synchronization before the ON-duration starts. Related to the BM procedure, the UE may measure CSI-RS for BM in the PWU window and perform fast beam reporting during the ON-duration. For further power saving, PWU may only be present once in an integer multiple of C-DRX cycles.
	


	[bookmark: _Ref528695367]Figure 2: C-DRX timeline with pre-wake-up window


The power saving benefits of using PWU windows may be more substantial for the longer C-DRX cycle and the shorter ON-duration. As discussed earlier, it can reduce the number of additional wake-up and improve performance by placing measurement resources close to ON-durations. Also, during the PWU window, the UE can turn on only a modem sub-system for measurement, which may consume lower power than the full modem for the active mode operation.
In Section 2.1, the power consumption of the conventional SSB-based measurement and the PWU window-based scheme are evaluated based on the power models agreed in RAN1#94bis. Although the power consumption may vary depending on detailed parameter selection, the comparison result in Section 2.1 clearly demonstrate the gain of the PWU windows: with 160msec C-DRX cycle, the percentage power saving of PWU window-based scheme is about 16% and, with 320msec C-DRX cycle, the gain is about 13%.
Another benefit of having PWU windows is related to the wake-up signaling; gNB may choose to transmit CSI-RS within a PWU window only when it has data to transmit to the UE. Therefore, by detecting the presence of CSI-RS within the PWU window, the UE can decide whether to skip the next ON duration or not. More details of CSI-RS-based wake-up signaling can be found in our companion paper [9].
[bookmark: _Toc525834109][bookmark: _Toc525916233][bookmark: _Toc528863314][bookmark: _Toc528958969][bookmark: _Toc528959606]Proposal 4: Pre-wake-up window is considered as a C-DRX enhancement scheme for power saving and performance improvement.

[bookmark: _Ref528953159]Dynamic Adaptation of DRX Configuration
As observed in previous studies (TR 36.822), the arrival processes of real-life traffic models have multimodal characteristics. Some examples of inter-arrival time distribution for interactive content pull traffic model are shown in Figure 3. In the figure, a clear separation between two regions (A and B in Figure 3) is identified. This observation states that, instead of following a single stationary process, the arrival of packets rather has a clumped pattern with heavy-tailed inter-arrival time distribution.
Because of the multimodal characteristic of traffic, there may not exist a universal adaptation framework or configuration that fits all different cases. For example, in region B in Figure 3, DRX may be a desirable choice. On the other hand, in region A, dynamic techniques such as cross-slot scheduling, PDCCH occasion skipping, wake-up/go-to-sleep signaling can be used. 
In RAN1#94bis, it was agreed to study dynamic adaptation of DRX configuration as a candidate C-DRX enhancement technique. The underlying principle of this technique is dynamically changing the DRX configuration parameters according to the short-term time-varying traffic condition, e.g., the transition between regions A and B in Figure 3. However, there are observations that may impair the usefulness of this technique.
First, the main benefit of DRX lies in putting the entire modem system in the deep sleep state. For relatively short sleep durations, the sleep power may not be as low as that of the deep sleep state. Also, frequent transition between sleep and active states may affect adversely due to transition overhead.
Second, all the timer-based processes of DRX are optimized for long and random inter-arrival time. The timer-based operation implies autonomous “learning” of traffic statistics at the UE. However, with a short inter-arrival time, the packets are first accumulated in the buffer before being served to the UE through the physical layer. Therefore, the scheduler has a control on the physical-layer serving pattern of the traffic, and it may not be completely random. In this case, direct indication of sleep from the gNB may be more efficient than the timer-based DRX operation.
[bookmark: _Toc528958962][bookmark: _Toc528959599]Observation 2: DRX operation based on timers may not be adequate for traffics with a short inter-arrival time.
Based on the above observation, for short-term power adaptation, we believe that direct signaling from gNB (e.g., by DCI) initiating UE power state change may be better option than DRX configuration parameter adaptation. DRX can still be applied for a larger time scale, where conventional semi-static RRC-configuration may be enough for parameter adaptation.
[image: ]A
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[bookmark: _Ref528938302]Figure 3: Interactive content pull traffic: CDFs of packet inter-arrival time (TR 36.822)

DRX configuration enhancements
A number of DRX configuration enhancements can be considered. Please refer to Appendix 9.1 for the discussion. Some of the aspects should be addressed by RAN2 when their UE power saving study item starts next year.

[bookmark: _Ref525922163]Enhanced Cross-slot Scheduling
Principles for cross-slot scheduling and power saving
Adapting instantaneous power consumption to per-slot scheduling requires the use of a technique called “microsleep”. For the slot type where the DL control symbols are at the beginning of the slot, UE may put its RF and frontend hardware in sleep mode to save power during the rest of the slot as soon as the UE determines that the slot is not scheduled and does not carry data. In same slot scheduling (where k0=0), PDCCH decoding time is in the critical timeline for microsleep decision, and the portion of the slot that can potentially be available for microsleep is limited. This is especially worse for deployment with very short slot duration (e.g. 0.125msec slot duration for 120kHz SCS). 
One main difference compared to LTE is that NR supports other values of k0. If k0 is configured to be larger than 0, PDCCH decoding would be taken out of the critical timeline and for an unscheduled slot, microsleep can be extended to start as soon as the last DL control symbol ends. The portion potentially available for microsleep would be maximized. Significant power saving can be achieved by employing cross-slot scheduling.
One subtlety to point out is that it is not enough for network to be able to schedule with k0>0 by DCI indication of k0. If k0=0 is among the semi-statically configured k0 candidates in pdsch-symbAllocation table, and the actual k0 value is indicated in the DL scheduling DCI, UE still cannot implement extended microsleep. This is because until the UE can finish blind decoding of all PDCCH candidates, it cannot be sure that there would be no DL assignment indicating k0=0. As a result, within a slot, UE can go into microsleep state only after PDCCH blind decoding is finished. To enable extended microsleep, what matters is that none of the k0 candidate values semi-statically configured in pdsch-symbolAllocation table should correspond to k0=0.
K0>0 configuration (i.e. cross-slot scheduling) is beneficial for UE power saving but it comes at slight expense of latency. It would be desirable to be able to switch to same-slot scheduling (k0=0) mode during a traffic burst. However, reconfiguration of pdsch-symbolAllocation has to be done through RRC signaling which is slow and takes a lot of overhead.
The same discussion generally also applies to UL scheduling (i.e. PUSCH scheduling offset indicated by k2). Typically, PUSCH is cross-slot scheduled so UL grant processing is not the culprit for delaying microsleep decision within a slot, unlike the DL case where same-slot scheduling is prevalent.

Adaptation of minimum scheduling delay with BWP
In Rel-15, BWP adaptation provides a nice framework for minimum scheduling delay adaptation as well. Pdsch-symbolAllocation table is configured per BWP. There can be multiple BWP configured with different minimum value of k0 in the tables. Fast switching between BWP can be used to facilitate fast transition between cross-slot or same-slot scheduling, thereby circumventing slow RRC signaled reconfiguration. In RAN4 #88bis, it was agreed that BWP transition time can be as small as 400 microseconds plus 3 DL control symbol time and quantized into integer number of slots. For example, for 30kHz SCS, for a BWP switching DCI received in slot n, the new BWP would take effect at the beginning of slot n+2 (i.e. k0=2).
Putting both dynamic BW adaptation and cross-slot scheduling together, the following is an example illustrating how BWP can be used: Suppose there are 2 BWP configurations with different minimum k0. One of them is intended for operating the UE in lower power mode with cross-slot scheduling only, and the other one optimized for low latency data with same-slot scheduling.
Suppose two-slot BWP transition time is required (potentially can be further optimized for future release).
The BWP are configured with the following pdsch-symbolAllocation entries (only k0 is shown, assuming SLIV and PDSCH type are not the differentiators):
[image: ]
The following BWP transitions are illustrated: BWP1  BWP2:



It can be seen that minimum k0 can switch between k0=0 and k0=1 by switching between different BWP configurations.
Fast switching between cross-slot scheduling for power saving and same-slot scheduling for lowest latency can be achieved with the BWP adaptation framework, compared to RRC reconfiguring the pdsch-symbAllocation table every time the minimum k0 should change.

[bookmark: _Ref528575847]Enhancements for adapting scheduling delay with BWP
Current NR specification contains a “bug” for cross-slot scheduling support. In order to put RF and frontend to sleep, not only PDSCH scheduling should be considered, but A-CSI request and CSI-RS should also be considered. If CSI-RS can come in the same slot as the UL grant that triggers the A-CSI request, this means UE cannot determine to start microsleep until all PDCCH blind decoding is done. Similar to k0>0 condition for PDSCH, for A-CSI request, the triggering offset, which defines the slot delay for the CSI-RS relative to the PDCCH, should be greater than zero.
However, in RAN1#92, the following was agreed:
For CSI acquisition, aperiodic CSI-RS triggering offset can be 0, 1, 2, 3, 4 slots.
· If all the associated trigger states do not contain QCL Type D information, aperiodic CSI-RS triggering offset is fixed to zero
This means, for certain QCL Type configuration, the A-CSI-RS trigger offset is zero and extended microsleep would not be feasible. While the issue may be circumventable by configuration, it should be addressed in the spec as well.
[bookmark: _Toc528958970][bookmark: _Toc528959607]Proposal 5: For CSI acquisition, allow non-zero aperiodic CSI-RS triggering offset in the case that all the associated trigger states do not contain QCL Type D information. Revert the RAN1#92 agreement that the triggering offset is fixed to zero for such case.
Another possible enhancement is that for the case where BWP adaptation is only used to switch scheduling delay parameters (and/or other baseband parameters) without bandwidth/frequency/SCS change, RF switching delay should be taken out of BWP transition time consideration. For BWP switching supporting only baseband parameter change, the transition time can be more optimized than current numbers defined by RAN4. This can be considered for Rel-16 as well.
[bookmark: _Toc528863308][bookmark: _Toc528958963][bookmark: _Toc528959600]Observation 3: RAN4 can consider optimization and reduction of BWP transition time for Rel-16, especially for BWP switching with only baseband parameter change.

Explicit minimum scheduling delay signaling
Instead of relying on careful configuration of the pdsch-symbAllocation and pusch-symbAllocation tables to control what the minimum k0 or k2 can be for dynamic scheduling, an explicit threshold can be defined and semi-statically configured by dedicated signaling. Switching between cross-slot scheduling mode for power saving and same-slot scheduling mode can be more seamless without relying on the BWP adaptation framework. UE is not expected to be scheduled a PDSCH with k0 less than the explicit threshold; Similar rule can apply for PUSCH with k2. In addition, the triggering offset for aperiodic CSI-RS should not be smaller than the minimum k0, either by explicit configuration or implicit rule defined in the spec.
[bookmark: _Toc528863315][bookmark: _Toc528958971][bookmark: _Toc528959608]Proposal 6: NR should consider explicit minimum k0 or k2 threshold signaling for Rel-16. The minimum k0 should also serve as at least the lower bound for the triggering offset for aperiodic CSI-RS.

Reduced PDCCH Monitoring
[bookmark: _Ref528788569]Analysis on number of blind decode candidate reduction
As observed in [2], [3], slots with PDCCH-monitoring only (without any scheduling grant and PDSCH/PUSCH/PUCCH) takes a significant portion of time and energy in RRC_CONNECTED mode. According to common understanding handed down from LTE (which adopts similar blind-decoding framework of PDCCH), RF dominates the overall power consumption in the PDCCH-monitoring only case. Therefore, microsleep is regarded as the most efficient power saving scheme in the PDCCH-monitoring only case.
Rel-15 supports cross-slot scheduling (albeit with some issue as described in Section 4.2.3), and it can be very effective in maximizing the gain of microsleep, because the RF can be potentially turned off immediately after receiving control channel symbols; the digital processing (including channel estimation, demapping, and decoding) can still be performed offline with RF off. By reducing number of blind decode (BD) candidates, additional power may be shaved from the digital part, but the overall power saving would be marginal.
As discussed above in Section 4.2, cross-slot scheduling requires a lot of detailed configurations, and may not always be applicable (e.g., default time-domain RA tables in TR 38.214). Thus, it would be typical to assume same-slot scheduling in the PDCCH-monitoring only case. In Figure 4, an example of PDCCH processing timeline is shown. With same-slot scheduling, the microsleep is eligible only after TCCH, if there is no scheduling grant detected. Therefore, for power saving with same-slot scheduling, it is crucial to compact the overall timeline, TCCH.


[bookmark: _Ref525906202]Figure 4: Baseline timeline of PDCCH processing
In Figure 4, each part involved in the timeline is related to different design factors. For example, “RxFFT” time is related to the number of tones in the FFT, and “CH_EST” and “CCH Demod” time may scale with the number CCEs processed. For simplicity, single symbol for DL control is illustrated; With multiple DL control symbols, some pipelining can be done for some of the processing stages such as RxFFT, CH_EST, and CCH_demod, but the general observation from below discussion should still hold true. Most of all, “CCH Decode” time may scale with the number of blind decode candidates; Some portion of CCH demod may scale depending on the CCE mapping. Although the implementation can vary, it is not expected that reducing the number of blind decode candidates can drastically cut down the overall processing time. Furthermore, assuming an optimized hardware design which already has very small TCCH compared to Tslot, the overall power saving from adaptively adjusting BD diminishes.
In Section 2.2, the percentage power gain of BD candidate reduction is evaluated based on the power models agreed in RAN1#94bis. Two evaluation scenarios with different active portion (TCCH/Tslot) are assumed: 25% active portion for Case 1 and 50% for Case 2. Cutting down the BD candidates by half, we observe about 7% gain in Case 1 and 10% gain in Case 2. This clearly shows the principle of diminishing returns. There is not much power saving gain if decent amount of microsleep can already be achieved, as in Case 1. In general, the smaller TCCH/Tslot (e.g., typical for FR1) is, the smaller power saving gain is achieved. Considering all the signaling and procedural overheads, the overall benefit may further decrease. 
On the other hand, in Section 2.2, it is also shown that cross-slot scheduling can achieve about 24% and 39% gains in Cases 1 and 2, respectively. Basically, these power gains are much higher than BD adaptation and correspond to the maximum achievable gain in PDCCH timeline adaptation. Therefore, in our view, the study on cross-slot scheduling should be prioritized over the study on reducing the number of BD. Other power saving schemes, such as wake-up signaling, further increases the importance of cross-slot scheduling.
[bookmark: _Toc525916234][bookmark: _Toc528863316][bookmark: _Toc528958972][bookmark: _Toc528959609]Proposal 7: From the perspective of PDCCH timeline adaptation, study on the enhancement of cross-slot scheduling should be prioritized over reducing the number of BD.

[bookmark: _Ref528949096]Semi-persistent search space configuration
As discussed in 3.1, in CA scenarios, maintaining a right number of active SCells for the current traffic load is crucial for UE power saving. Serving of data traffic within a SCell is associated with receiving scheduling information (PDCCH) and transmitting or receiving the corresponding data channel (PDSCH or PUSCH). In other words, control overhead for delivering scheduling information in the SCell may also increase with the traffic load within the cell. However, if we just focus on the power consumed for PDCCH monitoring, it may not be significantly affected by the traffic load, since the UE needs to keep blindly decoding PDCCH candidates regardless of the actual presence. The power for PDCCH monitoring is more closely related to the CORESET and search space configuration (i.e., number of candidates, periodicity, etc.) of a BWP.
In many previous studies, for example, in [3]-[5], it was observed that PDCCH blind decoding without grant consumes a significant portion of energy in RRC_CONNECTED mode, and thus it is desirable to adapt the resources for PDCCH monitoring according to the traffic load, to minimize the chance of UE trying blind decoding in vain. In the current Rel-15 framework, adapting PDCCH resources may not be straightforward and include some issues. For example, we can rely on RRC re-configuration of search space sets, which would take tens of milliseconds with ambiguous timing. Another option is utilizing multiple BWPs with different search space configurations: for example, BWP1 may be configured with small SS periodicities, while BWP2 is configured with large SS periodicities. Switching between these two BWPs can effectively adapt the PDCCH resources to the traffic condition in a short latency. However, BWP is rather a scarce resource with many other important applications and thus the adaptation flexibility will be restricted.
Based on the above arguments, the most suitable option for search space adaptation may be DCI-based signaling. For this purpose, we may define two states of a search space set, active and inactive states. When the SS set is in the active state, it is treated the same as a Rel-15 SS set, and UE monitors PDCCH within the set. However, when the SS set is in the inactive state, then the UE refrains from monitoring the set. Once a SS set is configured for a SCell, it may be inactive by default. Later, if the UE receives an activation DCI command for the SS set, it switches to the active state and the UE start monitoring the SS set. The activation of the SS set may be semi-persistent, and the SS set may switch back to the inactive state based on another inactivation DCI command or on the expiry of an inactivity timer. The DCI command may be delivered from an anchor SS set; the anchor set is always active and configured for PCell or PSCell.
A simple example of DCI-based SS set activation/deactivation in the CA scenario is shown in Figure 5. 
	



	[bookmark: _Ref528952896]Figure 5: Search space set activation/deactivation operation


Even in a single carrier operation, the carrier may contain an anchor SS set, which can deliver activation or deactivation DCI commands for other SS sets within the same or different BWPs.
[bookmark: _Toc528863317][bookmark: _Toc528958973][bookmark: _Toc528959610]Proposal 8: DCI-based signaling is used for dynamic activation/deactivation of configured SS sets in PCell, PScell, and SCell(s).

[bookmark: _Ref528866897]PDCCH occasion skipping
In previous studies [6], [7], the statistics of the time gap between two consecutive scheduling for a UE in active time was investigated. In Figure 6, (B) corresponds to a “scheduling gap” from a UE’s perspective.
	


	[bookmark: _Ref525838162]Figure 6: Scheduling timeline from a UE’s perspective


Below system simulation result is based on typical setting for mmW (120kHz SCS, full buffer traffic) cell deployment with hybrid BF from gNB side; PF scheduler; 10 UEs per cell.
	Duration
	SU-MIMO
	2 MU-MIMO

	
	Average (slots)
	Std. dev. (slots)
	Average (slots)
	Std. dev. (slots)

	(A)
	2.46
	2.16
	2.61
	2.5

	(B)
	22.10
	28.75
	11.0
	18.4

	(C)
	24.56
	28.90
	13.6
	18.5


On average, the gap can be 11 to 22 slots, depending on whether it is MU-MIMO or SU-MIMO. The statistics of the scheduling gap will depend on many different factors, such as traffic model, scheduling algorithm, C-DRX configuration, etc. In particular, for mmW systems with analog beamforming, TDM-based scheduling is predominantly used across UEs, and the gap may be more prominent.
During the time gap, there is no PDSCH/PUSCH scheduled, and thus it is likely that the PDCCH monitoring occasions do not contain any scheduling grant. Therefore, if the gap can be indicated to the UE in advance, the UE can save power by skipping some PDCCH monitoring and switch to the sleep state. A relevant assumption is that the statistics of the gap is in a relatively small-time scale and may not be efficiently handled by C-DRX operation, which usually takes care of inactivity of relatively large time scale, as we discussed in Section 4.1.2. Therefore, most of the power saving during the gap may come from enhancing the opportunity of microsleep.
[bookmark: _Toc528863309][bookmark: _Toc528958964][bookmark: _Toc528959601]Observation 4: Considering the dynamic behavior of the scheduling gap, a possible option for the gap indication may be DCI signaling.  
Furthermore, in some respects, the indication is related to a specific format of slots without any scheduling grant and PDSCH/PUSCH. Therefore, a simple approach will be extending the existing Rel-15 SFI framework. For example, on top of the existing symbol states in Rel-15, such as downlink, uplink, and flexible, we can add a new state (which is called a “Null” state in Table 4) to indicate the UE that it is not required to transmit and receive any channels (PDCCH and PDSDH/PUSCH) on the corresponding symbol. Also, although a further study is needed, the null state may precede any other states (D, U, or F) and override semi-statically configured slot formats. Some example overriding rules between states are shown in Table 5.
[bookmark: _Ref528953310]Table 4: Symbol states
	State
	DL
	UL
	Flexible
	Null

	Application
	Downlink
	Uplink
	DL or UL
	No signal



[bookmark: _Ref525839631]Table 5: Overriding rules (O: dynamic overrides semi-static, X: overriding not allowed)
	State
	Semi-static resources

	
	D
	U
	F
	SSB
	PRACH
	Type0 CSS
	Null

	Dynamic (SFI)
	D
	O
	X
	O
	O
	X
	O
	X

	
	U
	X
	O
	O
	X
	O
	X
	X

	
	F
	X
	X
	O
	O
	O
	O
	X

	
	N
	O
	O
	O
	O
	O
	O
	O


For the details of signaling, we can rely on the existing DCI format 2_0. Note that, in Rel-15, only 56 out of 256 entries in the slot format table (Table 11.1.1-1 in TS 38.213) are occupied. The remaining rows of the table can thus be populated with new slot formats with different null-symbol combinations. One caveat is that Rel-15 SFI is based on group-common signaling, while the indication of the scheduling gap is UE-specific in nature. Even in that case, the same DCI format and configuration may be re-used for signaling, for example, in a UE-specific SS set or with a UE-specific RNTI.
[bookmark: _Toc525834110][bookmark: _Toc525916235][bookmark: _Toc528863318][bookmark: _Toc528958974][bookmark: _Toc528959611]Proposal 9: Slot format indication in Rel-15 can be enhanced for the indication of “no signal” occasions, which the UE can utilize for power saving operations, e.g., PDCCH occasion skipping.
[bookmark: _GoBack]To support this proposal, some power consumption evaluation results are provided in Section 2.3.

Adaptation in Spatial Domain
Adaptation of Number of Antennas
InRAN1#94bis, baseline parameters for power modelling have been agreed. In terms of the number of antennas, for FR1, 4 Rx antennas capable of supporting 4 MIMO layer transmission were recommended as the baseline. For FR2, 2 Rx ports capable of supporting 2 MIMO layer transmission was recommended as the baseline, although the number of antenna panels and the number of antenna elements within each panel is still FFS.
There are two aspects of antenna adaptation. The first aspect is adapting the number of antenna ports. By reducing the number of antenna ports, the maximum number of MIMO layers and/or the maximum precoding/combining gain may be impacted at the expense of reduced power consumption. The second aspect is adapting the number of antenna element within a subarray for analog beamforming, which is particularly relevant to FR2. In this case, reducing the number of antenna elements may limit the maximum array gain, and thus coverage of the UE may be impacted. 
[bookmark: _Toc528863310][bookmark: _Toc528958965][bookmark: _Toc528959602]Observation 5: There are two aspects of antenna adaptation: adaptation of antenna ports and adaptation of antenna elements within a subarray for analog beamforming.
As discussed above, adapting the number of antennas poses tradeoff between performance and power consumption. However, in reality, there are many scenarios for which operation with fewer number of antennas does not adversely affect performance (or effect is negligible), while the power saving benefit remains intact.
Several scenarios where reduced number of antennas operation does not degrade performance are identified:
· When number of Rx antennas is greater than the rank supported by the channel, and channel condition is good such that combining gain or beamforming gain from the additional Rx antenna does not have much benefit
· When the SNR requirement for the physical layer channel (e.g. PDCCH) is lenient, and only single layer transmission is supported. The requirement can be easily met with reduced number of antennas (e.g. 2Rx for PDCCH reception instead of 4Rx)
There can be more scenarios but decision to operate with reduced number of antennas should be left to UE/NW implementation, although some spec support would be desirable
At least for FR1, it is estimated that reducing the number of Rx antennas from 4 to 2 has the effect of reducing the power consumption by around 20% to 33%. This can be significant power saving if this does not impact performance or data throughput. In RAN1#94bis, the power model for the reduced number of antenna operation has already been captured (30% reduction from 4 Rx to 2 Rx) in the scaling scheme.
The focus for study in adaptation in antenna should not be on analyzing in detail the tradeoff between number of antennas (power consumption) and performance (throughput), but should be on understanding the practical issues and providing spec support for flexible and reduced number of antenna operation.

Multi-panel Designs for FR2
One aspect where antenna adaptation can be very effective for power saving is multiple panel operations. Especially for mmW systems with multiple antenna array modules (panels), each antenna module may largely be composed of analog components, such as filters, PLLs, and power amplifiers, and the power consumption for each active antenna module can be very high. Therefore, UE may not want to keep all antenna modules on all the time. Instead, to save power, UE may only keep one or several antenna modules active, while keeping the others in sleep. However, UE is required to switch beams around to maintain links to gNBs, and beam switching can either be intra-module or inter-module. In general, there is a longer time delay for inter-module beam switching than the intra-module case, especially when the target module first needs to be awaken from the sleep state. This large delay can be an issue when beam switching is required in aperiodic and unplanned manner: When DCI triggers UE’s beam switching (for example, reception of aperiodic CSI-RS for P3 beam management, TCI indication for PDSCH, and SRS beam indication in DCI), the time offset between the DCI and the first symbol of the new beam should be large enough to accommodate the inter-module beam switching delay.
In Rel-15, beam switching timing in FR2 has been discussed and some candidate delay values have been agreed in the UE feature list (e.g., FG 2-2 and FG 2-28). In the upcoming discussion in Rel-16, it should be clarified whether both intra- and inter-module beam switching with power saving has been accounted for in the candidate delay values.
[bookmark: _Toc525834111][bookmark: _Toc525916236][bookmark: _Toc528863319][bookmark: _Toc528958975][bookmark: _Toc528959612]Proposal 10: Practical issues with multi-panel power-saving in FR2, such as inter-panel beam switching latency, should be identified in the power-saving study.

[bookmark: _Ref525749612]UE Assistance in Power Saving
In LTE, a mechanism for UE to indicate the network whether it prefers power saving mode is already supported. Allegedly, this feature is not much used in practice. In fact, UE’s power saving preference indication alone does not contain enough information for re-configuring and serving the UE with power-saving operations; it is up to gNBs implementation.
Note that in Rel-15, UE is already able to recommend adjustment to DRX cycles through delay budget report in UEAssistanceInformation IE. However, there are many other configuration parameters and features, such as BWP, k0/k2, PDCCH configuration, that may provide UE with opportunities to save power. Also, the preferred configuration and extent of power saving for each configuration may be very different across UEs, because it is implementation specific. Therefore, it would be best for the UE to inform the gNB with its supported sets of configuration parameters, each of which may correspond to a different performance/power mode (e.g., high performance mode, power saving mode, etc.). This may be achieved by UE capability report or by higher layer signaling. Also, because the preferred performance/power mode changes according to the UE’s traffic condition, battery level, and thermal status, UE may want to send its recommendation to gNB in dynamic and/or semi-static manner. 
The details of UE assistance information and signaling are also a topic of RAN2 study. Therefore, some preliminary agreements from RAN1 perspective need to be made before the relevant studies begin in RAN2.
[bookmark: _Toc525834112][bookmark: _Toc525916238][bookmark: _Toc528863320][bookmark: _Toc528958976][bookmark: _Toc528959613]Proposal 11: RAN1 should come up with preliminary designs for UE assistance information before a joint study with RAN2 begins:
   - Types of UE assistance information
   - Candidate signaling methods

Conclusion
Observation 1: Power-efficient carrier selection can be handled in the same framework of UE assistance information of power saving.
Observation 2: DRX operation based on timers may not be adequate for traffics with a short inter-arrival time.
Observation 3: RAN4 can consider optimization and reduction of BWP transition time for Rel-16, especially for BWP switching with only baseband parameter change.
Observation 4: Considering the dynamic behavior of the scheduling gap, a possible option for the gap indication may be DCI signaling.
Observation 5: There are two aspects of antenna adaptation: adaptation of antenna ports and adaptation of antenna elements within a subarray for analog beamforming.

Proposal 1: Enhancement to Rel-15 BWP framework can be considered to support “dormant BWP” for SCell power saving in Rel-16.
Proposal 2: Semi-persistent search space configuration based on DCI-signaling can be considered to support fast transitioning in and out of SCell dormancy state.
Proposal 3: NR should consider enhancements to SCell activation and deactivation so that the timeline and overhead can be reduced relative to Rel-15.
Proposal 4: Pre-wake-up window is considered as a C-DRX enhancement scheme for power saving and performance improvement.
Proposal 5: For CSI acquisition, allow non-zero aperiodic CSI-RS triggering offset in the case that all the associated trigger states do not contain QCL Type D information. Revert the RAN1#92 agreement that the triggering offset is fixed to zero for such case.
Proposal 6: NR should consider explicit minimum k0 or k2 threshold signaling for Rel-16. The minimum k0 should also serve as at least the lower bound for the triggering offset for aperiodic CSI-RS.
Proposal 7: From the perspective of PDCCH timeline adaptation, study on the enhancement of cross-slot scheduling should be prioritized over reducing the number of BD.
Proposal 8: DCI-based signaling is used for dynamic activation/deactivation of configured SS sets in PCell, PScell, and SCell(s).
Proposal 9: Slot format indication in Rel-15 can be enhanced for the indication of “no signal” occasions, which the UE can utilize for power saving operations, e.g., PDCCH occasion skipping.
Proposal 10: Practical issues with multi-panel power-saving in FR2, such as inter-panel beam switching latency, should be identified in the power-saving study.
Proposal 11: RAN1 should come up with preliminary designs for UE assistance information before a joint study with RAN2 begins:    - Types of UE assistance information    - Candidate signaling methods
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Appendix 
[bookmark: _Ref525928129]DRX Configuration Enhancements
In Rel-15, each MAC entity has only a single DRX configuration in all scenarios. This may become inefficient in Rel-16, when UE can be configured with a set of serving cells operating in different frequency bands.
For example, an expected deployment scenario is that UE is configured with both FR1 and FR2 serving cells. FR1 cells are used to provide good service coverage, while FR2 cells provide high throughput. We think different uses of these two types of cells may call for different DRX configurations for them. 
More specifically, FR1 cells are likely used for scheduling and applications that require extended coverage (e.g. VoNR). Those types of applications typically do not have large bursts of transmission but require low latency. This implies that they could benefit from a DRX configuration with short DRX cycles to meet the delay require, and short on duration and DRX inactivity timer to maximize power saving. On the other hand, FR2 cells are more likely used for high data-rate, very bursty applications, which often have random and long period of inactivity between data bursts. To maximize power saving, it is more efficient to have a DRX configuration that has long DRX cycle. And their ON duration and DRX inactivity timer can be set longer than those for FR1 cells to better handle randomness in the duration of data burst. 
In addition, in some UE implementations, FR1 and FR2 serving cells may be supported by different transceivers whose power are managed independently. In that scenario, it is desirable for each serving cell supported by different transceivers to have different DRX configurations.
Based on the above observations, we think it is sensible for network to assign serving cells with different uses to different groups and configure different cell groups with different DRX parameters. Of course, the DRX configuration is up to the network and, if there is no need, network still can use only one DRX configuration for all serving cells as in Rel-15, by assigning all serving cells to the same group. For an informed decision at the network, each UE may recommend grouping of cells via on UE assistance information feedback.
Another possible enhancement to DRX is for UE to recommend its preferred DRX configuration to network, e.g., via UE assistance information. The need for this enhancement comes from the observation that most eMBB applications are initiated by UE. Being closer to user, UE is more likely to have more and better information about the type of applications running through it and obtain that information faster than network can. In addition, even for the same type of application, different users may have different traffic patterns. UE is better positioned than network to learn over time about statistics of traffic patterns. Built on that insight, UE may be more able to derive the best DRX configuration for different applications. When applications or traffic patterns change, UE can detect that and then make recommendation to network to adjust its DRX configurations accordingly. 
Note that in Rel-15, UE is already able to recommend adjustment to DRX cycles through delay budget report in UEAssistanceInformation IE. To achieve more power saving, we think additional DRX parameters, such as on duration and DRX inactivity timer, should be considered for inclusion in that IE too.




2/9
image1.emf
Time

On 

duration

C-DRX cycle

yslots

2 slots

SSB or TRS

On 

duration


oleObject1.bin
On duration


Time


On duration


C-DRX cycle


y slots



image2.emf
Slot n Slot n+8

Slot n Slot n+8

PDCCH skip indication

Slot n Slot n+8

Slot n Slot n+8

Pattern 1

(no skip)

Pattern 2

(first half skip)

Pattern 3

(second half skip)

Pattern 4

(full skip)


oleObject2.bin
Slot n


Slot n+8


Slot n


Slot n+8


PDCCH skip indication



image3.emf
400MHz Channel

400MHz CC 

NW

UE 1 – 

Wideband CC

Narrow BWP

Wide/Full BWP

RF BW for narrow 

BWP

Single wideband CC


image4.emf
400MHz Channel

100MHz CC 100MHz CC 100MHz CC 100MHz CC

UE 2 – 4x100 CA

NW

Narrow BWP

Wide/Full BWP

RF BW for narrow 

BWP

Intra-band Contiguous CA (4 CC): Current


image5.png
Intra-band Contiguous CA (4 CC): Proposal
o eomowa |

UE 2 -4x100 CA

Power Saving BWP

\ /
Wide/Full BWP \

- —
SCell with PCell narrow BWP

" ” RF BW for power
‘dormant” BWP saving BWP





image6.emf
Time

On duration

C-DRX cycle

Pre-wake-up window

UL beam reporting

On duration


oleObject3.bin
Time


On duration



image7.emf
10

-3

10

-2

10

-1

10

0

10

1

10

2

10

3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Packet Inter-Arrival Time (seconds)

CDF

Interactive Content Pull: DL Inter-Arrival Distribution

 

 

47

48

49

50

51

52

53

54

55


image8.png
Tablel
BWPL i
(same-slot =2
scheduling)
[Tablez |
owp2

(cross-slot
scheduling)





image9.emf
Same-slot 

scheduling:

DL DCI 

selects 2

nd

row

Table1

K0=2

K0=0

Table2

K0=2

K0=1

K0=1

…...

DL DCI indicates 

BWP switch to 

ID=2 and selects 

1

st

row of Table2

(for BWP switch 

latency)

…...

Table2

K0=2

K0=1

Cross-slot 

scheduling:

DL DCI 

selects 2

nd

row


oleObject4.bin
Table2


K0=2


K0=1


Cross-slot scheduling:
DL DCI selects 2nd row


Same-slot scheduling:
DL DCI selects 2nd row


Table1


K0=2


K0=0


Table2


K0=2


K0=1


…...


DL DCI indicates BWP switch to ID=2 and selects 1st row of Table2
(for BWP switch latency)


…...



image10.emf
RxFFT

CH_EST

CCH Demod

CCH Decode

Time

0 T

CCH

μSleep

Decoding each 

PDCCH candidate

T

slot

Power

CH est/demod 

each CCE

Instantaneous power

Per-slot average power

Processing timeline


oleObject5.bin
RxFFT


CH_EST


CCH Demod


CCH Decode


Decoding each PDCCH candidate



image11.emf
Active PDCCH search space

PDCCH

PDSCH

Inactive PDCCH search space


oleObject6.bin
Active PDCCH search space


PDCCH


PDSCH


Inactive PDCCH search space



image12.emf
Slot n

0

Scheduling

Slot n

1

Slot n

2

Slot n

2

+1 Slot n

4

PCC

SCC

Scheduling

Slot n

3

Slot n

3

+1 Slot n

4

+1 Anchor

Search space 

activation 

command

Non-anchor

(a) Search space deactivation command

(b) Expiry of inactivity timer

C-DRX ON duration

or non-CDRX (active) mode

C-DRX OFF C-DRX OFF

Anchor + additional SS sets Anchor SS set only Anchor SS set only


oleObject7.bin
Slot n0



image13.emf
Scheduling scheduling

(C)

(A)

(B)


oleObject8.bin
Scheduling


scheduling


(C)


(A)


(B)



