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1 Introduction
In RAN1 #94 meeting, the template of receiver computation complexity was agreed [1]. Based on the template, the computation complexity of receivers including MMSE hard IC, (enhanced) ESE-soft IC and EPA (hybrid hard and) soft IC were discussed during RAN1 #94bis. The overall computation complexity estimate and example values of parameters for computation complexity calculation has been agreed [2].
	Agreements:
The following table for computation complexity analysis of the receiver as the starting point, entries can be updated till RAN1#94bis.
Table I	Template of Receiver Computation Complexity breakup 
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction (Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	



Agreements:
· Table 8 (and its subtables & notes) and Table 9 in R1-1811938 are agreed
· To be captured in 38.812


In this contribution, we show analysis and comparison of different types of receivers. Same notations with [3] used in this paper are listed below.
Notations of parameters [3]:
· 	: average number of decoding, demodulation and IC attempts for MMSE-hard IC 
· 	: number of outer iterations between detector and soft-output LDPC decoder
·  	: number of inner iterations of detection/interference cancellation
· 	: number of inner iterations of LDPC decoding 
· 	: number of UEs 
· 	: number of Rx antennas 
· 	: number of encoded bits 
· 	: number of information bits 
· 	: spreading factor 
· 	: total number of REs for data
· 	: total number of REs for DMRS, e.g., length of DMRS sequence
· 	: total number of DMRS REs for initially estimated channel
· 	: maximal number of DMRS antenna ports 
·  	: number of adjacent REs to which the same demodulation weights are applied
· : number of adjacent REs to which the same SINR is assumed
·  	: average column weight (e.g., variable degree) of LDPC parity check matrix
·  	: average row weight (e.g., check degree) of LDPC parity check matrix
·  	: modulation order, e.g., 3 for 8-point constellation, 4 for 16-point constellation
·  	: number FN nodes (or resource elements) connected to each user
·  	: number of users connected to each resource element
2 Complexity analysis
The high-level block diagram of multi-user receiver is shown in Fig. 1.
[image: ]
Figure 1 A high-level block diagram of multi-user receiver
Generally, three main data processing units are needed for multi-user receiving, detector, decoder and interference cancellation. The complexity impact from all these three unites needed to be considered when comparing the complexity of different types of receivers. The template of receiver complexity including more detailed components were agreed in RAN1 #94. Based on the analysis in Appendix A-C, the complexity of three main receivers including MMSE-hard SIC, EPA-soft PIC and ESE-soft PIC is provided in Table 1. 
[bookmark: _Ref528746514]Table 1 Receiver Computation Complexity
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	MMSE-hard SIC
	EPA-soft PIC
	ESE-soft PIC

	Detector

	UE detection 
	
 
	

	


	
	Channel estimation
	

	

	


	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	

	

	

	
	UE ordering, if any
	

	
	

	
	Demodulation, if any
	

	
	

	
	Soft information generation, if any
	

	

	


	
	Soft symbol reconstruction, if any
	
	

	

	
	Message passing, if any
	
	

	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	

	

	


	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	

	
	

	
	LLR to probability conversion, if any
	
	

	

	
	Interference cancellation
	
	
	


	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	


3 Complexity comparison
The example values of parameters for computation complexity calculation agreed in RAN1 #94bis [2] are provided in Table 2.
[bookmark: _Ref528772721]Table 2 Example values of parameters for computation complexity calculation
	Category
	Parameter
	Notation
	Value

	General
	Number of receive antennas
	
	2 or 4

	
	Number of data resource elements 
	
	864

	
	Number of users
	
	12

	MMSE and EPA related
	Spreading length
	
	4

	MMSE-hard IC specific
	Number of decoding for MMSE-hard IC
	
	 for IRC;
 for hard-IC

	Channel coding related
	Average column weight of LDPC PCM
	
	3.43

	
	Average row weight of LDPC PCM
	
	6.55

	
	Number of information bits in a code block
	
	176

	
	Number of coded bits of a block
	
	432

	
	Number of inner iterations of LDPC decoding
	
	20

	Soft IC specific
	Number of outer iterations between detector and decoder
	
	5 (for ESE), 3 (for EPA)

	EPA specific
	Number of inner iterations inside detector
	
	3

	
	Number FN nodes (or resource elements) connected to each user
	
	2

	
	Number of user connected to one resource element
	
	6

	
	Modulation order
	
	3

	User detection & channel estimation related
	Maximal number of DMRS antenna ports 
	
	12

	
	Total number of DMRS REs for initially estimated channel
	
	12

	
	Total number of REs for DMRS, e.g., length of DMRS sequence
	
	24


Number of decoding for MMSE-SIC and EPA-hybrid PIC depends on the evaluation cases and SNR. To compute the complexity, we firstly evaluate the number of decoding with the example values in Table 2. In Figure 2, the number of decoding per UE at 95% CDF for UGMA (with GWBE2G6dB sequences and equal power) with MMSE-SIC receiver and SCMA with EPA-hybrid PIC is provided. It can be found that the maximum number of decoding per UE at 95% CDF for all configurations is 1.6 for MMSE-SIC and 2.6 for EPA-hybrid PIC, i.e.,  for MMSE-SIC and  for EPA-hybrid PIC. 
More evaluation results on the number of decoding for UGMA with MMSE-SIC receiver are provided in [9], which shows that power assignment can further reduce the number of decoding and hence reduce receiver complexity.
[image: ][image: ]
(a) TDL-C 300ns, MMSE-SIC                                   (b) TDL-A 30ns, MMSE-SIC
[image: ][image: ]    
(c) TDL-C 300ns, EPA-hybrid IC                                   (d) TDL-A 30ns, EPA-hybrid IC
[bookmark: _Ref528845141]Figure 2 Number of decoding per UE at 95% CDF

[bookmark: _GoBack]Then, the complexity of MMSE-SIC receiver with  and , EPA-hybrid receiver with  and ESE-PIC receiver with  can be computed based on the equations in Table 1[footnoteRef:2]. Taking MMSE-SIC as baseline receiver, the complexity of EPA-hybrid PIC and ESE-PIC normalized by the complexity of MMSE-SIC is provided in Table 3. [2:   For users with velocity 3km/h, the channels in all symbols in one subcarrier are nearly the same, which indicates that the matrix inversion can be reused in all symbols. Therefore, is used for complexity evaluation of MMSE-SIC.] 

[bookmark: _Ref528846433]Table 3 Complexity of EPA-hybrid PIC and ESE-PIC normalized by the complexity of MMSE-SIC
	Number of receive antennas
	
	

	MMSE-SIC
	1
	1

	EPA-hybrid PIC
	2.932
	1.867

	ESE-PIC
	8.858
	4.762


Observation 1: With example values of parameters for computation complexity calculation in Table 2, the complexity of EPA-hybrid PIC and ESE-PIC is always higher than the complexity of MMSE-SIC.


The differences between the complexity of MMSE-SIC, EPA-PIC and ESE-PIC include the number of outer iterations and the number of bits for decoding, etc. For example, the number of decoding required by EPA-PIC and ESE-PIC is usually larger than MMSE-SIC. This will induce large difference of decoding complexity. Besides, for bit-level NOMA scheme (i.e., bit-level spreading), the number of bits for decoding is , which will consume higher complexity of decoding than NOMA with spreading (number of coded bits is ).
As the simplest type of advanced receivers, MMSE-SIC receiver has been well studied and is suitable for all existing NOMA schemes and could be implemented at the gNB easily. Therefore, MMSE-SIC receiver can be used as a baseline for performance comparison of NOMA schemes.
Proposal 1: MMSE-SIC receiver has lowest complexity and should be considered as a baseline for performance comparison of NOMA schemes.
4 Conclusion
In this contribution, we analyzed and compared the complexity of the receiver candidates for uplink NOMA. According to the discussions, we have following proposals:
Observation 1: With example values of parameters for computation complexity calculation in Table 2, the complexity of EPA-hybrid PIC and ESE-PIC is always higher than the complexity of MMSE-SIC.
Proposal 1: MMSE-SIC receiver has lowest complexity and should be considered as a baseline for performance comparison of NOMA schemes.
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Appendix: Detailed algorithm and complexity of receivers
A. [bookmark: _Ref505693858]MMSE-hard SIC receiver


The structure of MMSE-hard SIC receiver is provided in Figure 3. In conventional MMSE-SIC receiver, the signals of  users are detected one by one based on the order and  iterations are needed. To further improve the performance of SIC receiver, some enhanced SIC receiver such as SIC receiver with CRC check and SIC receiver with outer iterations are proposed. For SIC receiver with CRC check, the detected signals are cancelled from the received signal only if the CRC check is correct. If CRC check is wrong, the detected signals are not cancelled and are considered as interference for the detection of the remaining users. For enhanced SIC receiver with outer iterations, signals of failed users will be detected again in the next iteration [5].


[bookmark: _Ref505626176]Figure 3 Illustration of conventional MMSE-SIC receiver
The algorithm and complexity analysis of enhanced MMSE-SIC receiver are provided in Table 4. The notations are listed below.
· 

,               : set of constellation points mapped from the  coded bits with 1 and 0 at the j-th position
· 
 : channel vector of user k
· 

          : spreading sequence used by user k with unit norm 
· 
                   : set of undetected (including unsuccessfully detected) users in t-th iteration
· 

                   : number of users being successfully decoded before t-th iteration and 
· 
   : effective channel vector (including spreading and/or scrambling if any) for the i-th modulated symbol of the user to be detected in t-th iteration
· 
: effective channel matrix of NUE-NSuc,t undetected users in t-th iteration
· 
        : remaining received signal after interference cancellation before t-th iteration
[bookmark: _Ref525832109]Table 4 Algorithm and complexity of MMSE-SIC receiver
	Receiver component
	Detailed component and algorithms
	Complexity

	Detector

	0: Initialization
	

0.1: Set t=1, NSuc,1=0, , 

0.2: Compute instantaneous received powers of NUE users across allocated resources, 
	


	
	
1: User ordering for  undetected users in t-th iteration
	1.1: 
If NUE - NSuc,t = 0, all NUE users are successfully detected, and stop
Else,

UE ordering based on instantaneous received power, and set n=1
	Marginal

	
	
2: MMSE detection for user with n-th maximum metric in set , i.e., Rx combining, covariance matrix calculation, and Demodulation weight computation
	


2.1: Calculate covariance matrix and MMSE detector for i-th adjacent REs , i = 1…
	
 

	
	
	
2.2: Estimate the modulated symbols of the user
	


	
	3: Soft information generation
	3.1: Calculate the LLR of coded bits based on the estimated symbols
	
 

	Decoder
	4: LDPC decoding
	
4.1: LDPC decoding based on the LLR of coded bits obtained in 3.1
	

1:4 ratio is considered for real multiply and complex multiply

	Interference cancellation
	5: Symbol reconstruction and Interference cancellation
	If CRC check is false, t = t + 1, NSuc,t = NSuc,(t-1)

If n =, stop.
else n = n+1 and restart from step 2
	Marginal

	
	
	If CRC check is true, 
5.1: Reconstruct the received symbols (encoding  modulation  spreading  pass channels)


5.2: Delete the reconstructed symbols from the remaining received signals . Update t = t + 1, NSuc,t = NSuc,(t-1) + 1, delete the UE index from and restart from step 1
	



* Based on analysis in [6], the complexity of MMSE-SIC receiver under DFT-s-OFDM and CP-OFDM is similar 
In MMSE-SIC receiver, the data of NUE users are detected one by one. Therefore, the complexity of MMSE-SIC can be obtained from Table 4 and summarized in Table 1.
B. EPA-soft PIC receiver
The signals of multiple users are detected jointly by EPA receiver. The structure of EPA receiver is provided in Figure 4, where function node (FN) denotes resource element (RE) and variable node (VN) denotes UE or data layer. EPA receiver is performed based on the tanner graph constructed by the codebook and the FN and VN connecting in the tanner graph makes a FN-VN pair. The message passes and updates between FN-VN pairs. After enough iterations of message updates at FNs and VNs, the LLR for coded bits is calculated and outputs at the VN, and is used as LLR input for the decoder.


[bookmark: _Ref505677522]Figure 4 Illustration of MPA/EPA receiver
To reduce the complexity, EPA receiver employs complex Gaussian distribution to approximate the message update function in MPA and only the mean and variance of complex Gaussian distribution need to be computed, passed and updated at each iteration, which reduces the exponential complexity to linear complexity [7]. The algorithm of EPA-based detector as well as the definition of notations used in the algorithm can be found from [4] and the complexity is discussed in Table 5.
[bookmark: _Ref525835025]Table 5 Algorithm and complexity of EPA-PIC receiver
	Receiver component
	Detailed component and algorithm
	Complexity 

	Detector 
	0: Initialization
	Set a=1, 
	Marginal

	
	1: EPA-based detector for K users (Rx combining, Covariance matrix calculation, Demodulation weight computation, Message passing) 
	1.0: Initialize mean and variance from FN to VN as , .
Set t = 1, .
	Marginal

	
	
	
1.1: If t >, move to step 2.1
Else,
VN Update: For :
For  :
· Compute  and  as 


where  is -th element of -dimensional vector .
· Compute the mean  and variance  as


	


	
	
	1.2: FN Update: For :
a. Perform chip-by-chip MMSE as


where  and .
b. For : Given the posterior mean and variances  of , compute the mean  and variance  as


	


	
	
	1.3: Update 

Update t = t +1 and restart from step 1.1
	


	
	2. Soft information generation
	2.1: Calculate the LLR of coded bits of user k


	
1:4 ratio is considered for real multiply and complex multiply

	Decoder
	3. LDPC decoding
	

3.1: LDPC decoding based on the LLR of coded bits obtained in step 2.1 and obtain the LLR of coded bits 
	


	Interference cancellation
	4. LLR to probability conversion
	
4.1: If a >, stop
Else

Calculate  from  as

, restart from step 1.0
	



The overall complexity of EPA-PIC can be obtained from Table 5 and summarized in Table 1.
C. ESE-soft PIC receiver
The general structure of ESE-soft PIC receiver is provided in Figure 5, where πk and π-1k denote interleaver and deinterleaver of user k, respectively. The signals of multiple users are detected together and the detected results for each user are used for further decoding. Generally, multiple iterations are required for ESE receiver. Because that the elementary signal estimator is not optimized for interference cancellation, and the decoders play a main role for interference cancellation. The elementary signal estimator has to use the external information to output a more reliable detected results, such that information must be exchanged between elementary signal estimator and decoder several times.


[bookmark: _Ref505684968]Figure 5 Illustration of ESE soft PIC receiver
When modulation order , i.e., QPSK, is used, the algorithm of chip-by-chip ESE detector as well as the definition of notations used in the algorithm can be found in [8], and the complexity is discussed in Table 6.
[bookmark: _Ref528767599]Table 6 Complexity of ESE
	Receiver component
	Detailed component and algorithm
	Complexity 

	Detector 
	0: Initialization
	Initialize t=1, 
	Marginal

	
	1: ESE-based detector for K users (Rx combining, interference cancellation) 
	
1.0: If t >, stop
Else,
compute ,, and   for  and 




	
 1:4 ratio is considered for real multiply and complex multiply

	
	
	1.1: Estimate mean and the variance of interference for 
 
 




     



	


	
	2. LLR generation
	2.1: Calculate ESE LLRs 
  


	


	
	
	2.2: LLR combining 


	


	Decoder
	3. LDPC decoding
	
3.1: LDPC decoding based on the LLR of coded bits obtained in step 2.2 and obtain LLR of coded bits 

3.2: Update t = t+1, and restart from step 1.0
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