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1. INTRODUCTION
In WG1 Meeting #94b [1], RAN1 continued the discussion about evaluation and operation of NOMA. A bulk part of the discussion was focused on compiling observations based on link level simulations, and also further details related to system level aspects.  Based on the discussion the following agreements were reached:
	· Channel structure consisting of preamble and data can be considered for supporting the asynchronous transmission:
· Preamble in Rel-15 can be considered as the starting point. 
· Additional components can be included if necessary, e.g., the UL channel for assisting the UE detection or GP.

· Study further the case when a UE is configured with one or more set(s) of MA signature/resource 
· FFS principle for MA signature/resource configuration/selection among MA signature/resource belonging to same/different set(s).
· e.g. different MA signatures/resources may be considered for different TBSs/MCSs/retransmissions/UE grouping/measurements, etc.
· FFS signaling 
· FFS how to handle the collision of MA signature/resource
· FFS the mapping between RS and other MA signatures

· For NOMA SLS, companies to report how HARQ re-transmissions are performed (e.g., non-adaptive, adaptive, etc.)




In RAN1 #92b, #93 and #94 meetings [1, 2, 3], system level simulation assumptions for NOMA were agreed. In RAN1 #94 [3], simulation assumptions were provided through an e-mail discussion to calibrate the system level simulator. In this contribution, we provide our calibration and preliminary results from our system level simulator with IDMA. 
2. [bookmark: _GoBack]PRELIMINARY PDR RESULTS
In this section, we provide simulation results for IDMA with CP-OFDM in the mMTC use case. In this evaluation, we assume that there is no contention in DMRS and MA signature sequences. Therefore, it is assumed that the system operates with a configured grant where DMRS and NOMA signatures are preconfigured to avoid collisions. 
The deployment consists of 20 single antenna mMTC UEs per sector. The transmission is based on IDMA NOMA and, gNB relies on an EPA-based receiver  with 2 receive antennas. 
Packets are randomly generated with Poisson arrival rate and Pareto distributed size with an additional higher layer overhead of 29 bytes. They are then segmented into 40 bytes chunks and an additional segmentation overhead of 5 bytes is added per segment [4]. The segmentation plays an important role in the performance of the system. For a given size of the transmission resources, i.e., REs, a smaller size of packets leads to a lower code rate, and thus a higher multiplexing capability. However, such a selection also extends the duration of a transmission to several TTIs that may lead to additional contentions in the system. Therefore, the choice of a packet size should be optimized based on the overall system performance. In our evaluation, we found a segmentation size of 40 bytes provides a satisfactory performance for the given size of the resources and the assumed traffic pattern. 
We are providing our evaluation results with both real and ideal channel estimation assumptions. The impact of channel estimation is considered through the modeled channel estimation error. The dropping criterion is based on decoding failure after 8 transmissions, i.e., the maximum number of HARQ retransmissions. 
Detailed simulation assumptions are provided in the appendix as well as the curves used in the link-to-system mapping to show the accuracy of the link prediction model
Figure 1 provides the packet dropping rate (PDR) plotted as a function of the packet arrival rate (PAR) as arrivals per second per sector. With ideal CHEST, the target PDR of 1% is achieved around 540 while for real CHEST it occurs around 240. It is shown that NOMA can handle significantly high PAR and maintain the PDR below 1%. At even higher PAR such as 1000 the PDR remains below 5%. Due to the significant overloading capability of NOMA, a high number of concurrent transmissions on the same resources with random arrival can be handled in the system with low dropping rate.
The degradation due to realistic channel estimation is more significant at higher PAR. At high PAR, more users are simultaneously multiplexed which increases the interference in the system and reduces the accuracy of the channel estimates. This affects the performance of iterative receivers used by NOMA as they rely on channel estimates to remove interference from co-scheduled users. Further optimization is possible considering channel estimation enhancements and the tradeoff between segmentation overhead and overloading capability of NOMA. 
[image: ]
Figure 1 PDR vs PAR for IDMA-EPA in mMTC
Observation 1: IDMA-EPA with ideal (realistic) channel estimation can handle a PAR of ~540 (270) packets/s/sector with ~1% PDR.
To enhance the performance of a NOMA system, it is important to incorporate mechanism to reduce collision of resources, and improve the robustness of the system. Without loss of generality, we could consider some characteristics of a NOMA transmission to determine the resource to be used for NOMA transmission. For example, a UE could select a set of NOMA resources based on its SNR condition to enable a grouping mechanism to reduce the impact of near/far effect on channel estimation and the overall system performance. 
Proposal 1: RAN1 considers SNR-based grouping mechanism for system level analysis of NOMA systems.
.  
3. CONCLUSIONS
In this contribution, we presented IDMA-EPA performance results with real and ideal channel estimation in mMTC use case. We make the following observation and proposal:
Observation 1: IDMA-EPA with ideal (realistic) channel estimation can handle a PAR of ~540 (240) packets/s/sector with ~1% PDR.
Proposal 1: RAN1 considers SNR-based grouping mechanism for system level analysis of NOMA systems.
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APPENDIX
Table 1 System level simulation assumptions
	Parameters
	mMTC

	Layout
	Single layer - Macro layer: Hex. Grid 19 sites

	Inter-BS distance
	1732 m 

	Carrier frequency
	700 MHz

	Simulation bandwidth
	6 PRBs

	Number of UEs per cell
	20

	Channel model
	UMa in TR 38.901

	UE Tx power
	Max 23 dBm

	BS antenna configurations
	2 Rx for 700 MHz;
2 ports: (M, N, P, Mg, Ng) = (10, 1, 2, 1, 1), 2 TXRU;
dH = dV = 0.5λ;
BS antenna downtilt: 92 degrees

	BS antenna height
	25 m

	BS antenna element gain + connector loss
	8 dBi, including 3 dB cable loss

	BS receiver noise figure
	5 dB

	UE antenna configuration
	1Tx

	UE antenna height
	Follow the modelling of TR 38.901

	UE antenna gain
	0 dBi as starting point

	UE distribution
	For mMTC: 
20% of users are outdoors (3 km/h), 80% of users are indoor (3 km/h)
Users dropped uniformly in entire cell

	UE power control
	Open loop PC, P0 = -100 dBm, alpha = 1.

	HARQ/repetition
	8 Chase combining

	Channel estimation
	Ideal and Real
1/7 OFDM symbol DMRS overhead

	BS receiver
	EPA

	Packet dropping criterion
	maximum number of HARQ transmissions


L2S Mapping
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Figure 2 Link-to-system mapping curves
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