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Introduction
In NR design, the non-orthogonal multiple access (NOMA) schemes are considered for some KPIs [1][2]. The NOMA schemes have been proposed for the increase of the connectivity or the system throughput. These schemes are based on the non-orthogonal spreading code or the difference of spatial resource and power. In case of specific channel environments with system optimizations (e.g. power allocation or user scheduling); the NOMA schemes can provide the improved connectivity or the increased system throughput compared to the conventional orthogonal multiple access (OMA) schemes. However, the NOMA schemes induce multiuser interference (MUI) inherently. To mitigate the MUI, advanced receivers can be considered for NR design. In this contribution, the advanced receivers for NR are discussed.
Followings are the observations on the multiple access of NR in RAN1 #84bis;
Observations:
· Examples non-orthogonal schemes include (but not limited to):
· For UL, Multi-user shared access (MUSA) (e.g., R1-162226)
· Resource spread multiple access (RSMA) (e.g., R1-163510)
· Sparse code multiple access (SCMA) (e.g., R1-162153)
· Pattern defined multiple access (PDMA) (e.g., R1-163383)
· Non-orthogonal coded multiple access (NCMA) (e.g., R1-162517)
· Low code rate spreading (e.g., R1-162385)
· Frequency domain spreading (e.g., R1-162385)
· Non-orthogonal multiple access (NOMA) (e.g., R1-163111)

Followings are the agreements of NOMA SI in RAN1 #92;
Agreements:
· Adopt the following table as the metrics for NOMA study from link level point of view.
· More metrics may be added in the future
	Performance metrics 
	BLER vs. per UE SNR at a given pair of {per UE SE, # of UEs}  
Sum throughput v.s. SNR at given BLER level, for a given pair of {per UE SE, # of UEs}
MCL 

	Implementation related metrics
	PAPR/cubic metric
Rx complexity and processing latency
FFS:  Configuration/Scheduling flexibility



Followings are the agreements of NOMA SI in RAN1 #92bis;
Agreements:
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA. 
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations
· The interference cancellation block may or may not be used. 
· Note: if not used, an input of interference estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases
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Figure 1 A high-level block diagram of multi-user receiver

Considerations on the NOMA scheme related to receiver types
In the NOMA schemes, the superposition of the symbols for multiple users leads to the MUI. To mitigate the MUI, various types of receiver have been proposed, depending on the technical characteristics of each NOMA scheme. We can summarize the receiver types as follows:
1.1. Optimal Receiver
Maximum Likelihood (ML) (or Maximum joint A Posteriori (MAP)) detection is known that optimal performance can be provided at the receiver side, assuming only symbol level detection. If the priori symbol distribution is uniform, performance of ML is equivalent to that of MAP. Thus, in common communication systems, the ML detection can be considered as optimal detection in terms of symbol level detection. The ML detection maximizes the probability of the received signal ‘’ on condition of the correct symbol ‘’ is sent. The ML detector can be represented as follows: . 
The enumerative search for the minimum squared Euclidean distance for received signal from all possible symbol vector combinations in ML and MAP detection make them too complicated and impractical for hardware implementation. Moreover, considering the channel coding, the codeword level ML detection can provide more enhanced performance compared to the symbol level ML detection. However, it is no longer acceptable complexity at the receiver.

1.2. Linear Receiver
This type of receivers is considered as a baseline receiver. In general, maximum ratio combining (MRC), zero-forcing (ZF) and minimum mean square error (MMSE) receivers can be regarded to the linear receiver in multiple antenna systems. 
MRC, ZF and MMSE are methods of diversity combining. The MRC, ZF and MMSE receivers have low complexity and assume that the channel information is known at receiver side. However, although the MRC receiver can increase the SNR by maximizing signal combining, it cannot handle the interferences. In addition, although the ZF receiver can maximize the SIR by nulling the interferences, it causes noise enhancement so that it will decrease the SNR. On the other hand, the MMSE receiver reduces the noise enhancement compared to ZF and increase the SINR by handling both noise and interference level, but it can still have poor performance in a fading channel. The MRC, ZF and MMSE receivers are a principal choice considering its performance and complexity.
After passing the above linear receivers for multiple antenna system, in spreading based NOMA scheme, the receiver needs to de-spread the received signal before passing them to decoder. In other words, from multi-user detection (MUD) perspective, MUD is done by the Hermitian transpose of spreading sequence matrix. This process can view as a match filter (MF) [3]. So, the spreading, repetition or scrambling based NOMA schemes need to consider the MF process basically.

1.3. Iterative Receiver
This type of receivers is known that sub-optimal performance can be provided at the receiver side. The ML detector has prohibitive computational requirements for most current applications, and consequently a variety of linear and nonlinear multiuser detectors have been proposed to ease this computational burden while maintaining satisfactory performance. An obvious approach for reducing MUI is to subtract an estimate of the MUI form the received signal. Typically, this estimate will not be perfect, and there will be some residual MUI. This motivates an iterative cancellation approach for recursively improving symbol estimates and removing residual interference [4]. However, if the combined system has large dimensions (e.g., large array size, large user population, and combinations of these conditions), the implementation of these suboptimal techniques still proves to be very complex [5].
· Interference Cancellation (IC)
Interference cancellation (IC) is a well-known physical layer technique. Briefly, IC is the ability of a receiver to receive two or more signals concurrently. The IC principle is, firstly, to detect the information of the interfering users by single user detection (SUD) techniques. Here, in the spreading based NOMA schemes, SUD might be a linear receiver including channel equalizations, such as MF with MMSE. The interfering part is then reconstructed and cancelled from the received signal. Detection of the desired user is finally performed. IC types are divided to parallel interference cancellation (PIC) and ordered-successive interference cancellation (Ordered-SIC). According to the IC types, IC can be performed in parallel (PIC) or sequential (Ordered-SIC). In PIC, the part of all interfering users is cancelled simultaneously. In Ordered-SIC, the part of the strongest remaining interferer is cancelled iteratively. Ordered-SIC is generally called as SIC. 
In the initial detection stage of PIC, the data symbols of all active users are detected in parallel by the SUD technique. Then, the obtained interference is subtracted from the received signal and data detection is performed again with reduced MUI. 
The SIC receiver detects and cancels the part of the first selected interfering user from the received signal, then detection and cancellation of part of the second selected user follows, and so on. A specific ordering must be enforced. In the case of SIC, interferers are ordered based on their decreasing received power levels. 
PIC could be preferred when the amount of interference from each user is similar. On the other hand, SIC could be used in the case of interferers with different signal strength. In general, the SIC receiver, while saving hardware complexity, takes more processing time than the PIC receiver [6]. In addition, the IC receivers have the problem of error propagation, so that their performance is highly dependent on the first estimate being fed to the IC detector.
· Massage Passing Algorithm (MPA)
MPA is known as Sum-Product (Belief/Probability Propagation) or Max-Product (Min-Sum) Algorithm. The MPA is also known as iterative decoding algorithm as message pass back and forth between the variable node and check node iteratively until result is achieved or the process is halted.
MPA is used to compute bit LLR (converted from symbol LLR) assuming no a prior information, then the bit LLR is fed into the decoder to finish decoding each user’s packet. Here, the bit LLR can be obtained by the iterative computation based on Belief Propagation. Being assumed to the sparsity of sequence (or resource), it can be reduced to the number of pass for obtaining the bit LLR. In this case, overall complexity can be reduced. In addition, the performance of MPA might approach the optimal performance in specific environments. Although many works to reduce the complexity have been proposed, the implementation of MPA is still complex.

Receiver structure for link level simulation
In the following, the receiver structure used in link level simulation for R1-1812555 [7] is represented. In the contribution, MMSE equalizer with SIC (Hard IC) is applied for the simulation. It is called as enhanced MMSE-hard IC [8].
[image: ] 
Figure 2 Block diagram of the receiver architecture in link level simulation for R1-1812555
[image: ]
Figure 3 Flow chart for the receiver architecture in link level simulation for R1-1812555
Figures 2 and 3 represent block diagram and flow chart for MMSE equalizer with Hard IC receiver. As shown in the figure, codeword level hard IC is operated with CRC-check. Here, MMSE equalizer for ith UE is calculated as follows:

where ,  is the channel gain in nth subcarrier for mth receive antenna and  is the coefficient of spreading sequence for ith UE. M is the number of receive antennas and N is the dimension of the spreading sequence. In some case, M or N can be 1. Thus, the received signal can be equalized for its channel gain and de-spread for its spreading sequence by the MMSE equalizer. 

Complexity analysis of NOMA receivers
The table for computation complexity analysis of the receiver was agreed in RAN1#94 and some results of the analysis was discussed and agreed in the Tables 8 and 9 in R1-1811938 in RAN1#94bis. In the agreed Table 9, the number of decoding for MMSE-hard IC, , is scaled with range [1.5 – 3] compared to that of MMSE-IRC. For example, when  for MMSE-IRC,  for MMSE-hard IC. Here, let this scaling value be . Then,  depends on the target BLER level. Considering enhanced MMSE hard IC mentioned in section 3,  is counted by the computer simulation for the LLS simulation cases as follows.
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Figure 4 CDF of the scaling value for the number of decoding attempts

In Figure 4, the scaling value is calculated by normalization of the number of decoding attempts, . In the simulation, the CDF is derived from the results of 3000 frames for each curve. In the left side of Figure 4, the simulation assumption is the same as LLS Case 1. Here, for 90% frames of operating SNR -10dB, -7dB and -5dB, the normalized decoding attempts  for enhanced MMSE hard IC receiver is bounded by 1.25, 1.1 and 1, respectively. In addition, for 99% frames of operating SNR -10dB, -7dB and -5dB, the normalized decoding attempts  for enhanced MMSE hard IC receiver is bounded by 1.65, 1.25 and 1.1, respectively. 
Considering the target BLER = 0.1, the operating SNR -7dB and -5dB are only valid. Thus, for 90% and 99% frames, the valid value of the normalized decoding attempts  for enhanced MMSE hard IC receiver can be bounded by 1.1 and 1.25.

In the right side of Figure 4, the simulation assumption is the same as LLS Case 3, except for the channel model. Here, for 90% frames of operating SNR -2.5dB, -1.5dB and 2.5dB, the normalized decoding attempts  for enhanced MMSE hard IC receiver is bounded by 1.2, 1.2 and 1, respectively. In addition, for 99% frames of operating SNR -2.5dB, -1.5dB and 2.5dB, the normalized decoding attempts  for enhanced MMSE hard IC receiver is bounded by 1.65, 1.5 and 1, respectively. 
Considering the target BLER = 0.1, the operating SNR -1.5dB and 2.5dB are only valid. Thus, for 90% and 99% frames, the valid value of the normalized decoding attempts  for enhanced MMSE hard IC receiver can be bounded by 1.2 and 1.5.
Observation: For 90% and 99% frames, the normalized decoding attempts β for enhanced MMSE hard IC receiver is bounded by 1.2 and 1.5.

Thus, for the complexity analysis for enhanced MMSE hard IC compared to MMSE-IRC, the scaling value for ‘number of decoding for MMSE-hard IC’ in Table 9 in R1-1811938 needs to be refined to [1.2 - 1.5]. 
Proposal 1: For the complexity analysis of the enhanced MMSE hard IC receiver, the scaling value for ‘number of decoding for MMSE-hard IC’ in Table 9 in R1-1811938 needs to be refined to [1.2 - 1.5].

In other issues, analysis using high-level counting for the usage can cause misleading, since overall complexity aspects can be quite different depending on the complexity of each component. So, it is essential to compare the complexity of each component and its overall complexity based on detailed analysis, such as [8]. In [8], the detailed computation complexity for each major receive component was analysed and measured as per user per data-occupied resource element.
Above all, the analysis of receiver complexity may be an issue of RAN 4. Historically, the complexity of advanced receivers (in NAICS [9] and MUST [10] for LTE) has been analysed in RAN4. For more accurate analysis for the complexity of each receiver, the opinion of RAN 4 needs to be considered.
Proposal 2: For more accurate analysis for the complexity of advanced receivers, the opinion of RAN 4 needs to be considered.


Summary
In this document, we discussed on the receiver types for the NOMA schemes. Our suggestions can be represented as below. 
Observation: For 90% and 99% frames of each case, the normalized decoding attempts β for enhanced MMSE hard IC receiver is bounded by 1.2 and 1.5.
Proposal 1: For the complexity analysis of the enhanced MMSE hard IC receiver, the scaling value for ‘number of decoding for MMSE-hard IC’ in Table 9 in R1-1811938 needs to be refined to [1.2 - 1.5].
Proposal 2: For more accurate analysis for the complexity of advanced receivers, the opinion of RAN 4 needs to be considered.
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