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Introduction
At the RAN#80 meeting, the study item on NR V2X was approved [1]. Study of technical solutions for QoS management over Uu and PC5 radio-interfaces is one of the study item objective.
	NR V2X SI Objective # 5
QoS management [RAN1, RAN2]:
· Study technical solutions for QoS management of the radio interface (including both Uu and sidelink) used for V2X operations based on input from SA2


At the RAN1#94 WG meeting, the following agreements were made by RAN1 on QoS aspects for NR-V2X work:
	RAN1#94 Agreements
· From RAN1 perspective, at least the following QoS-related parameters relevant to physical layer studies are considered:
· Priority, Latency, Reliability
RAN1#94bis Agreements
· RAN1 studies further how to use 
· priority, 
· latency,
· reliability,
· minimum required communication range (as defined by higher layers) if agreed to use
in the physical layer aspects of at least
· resource allocation and 
· congestion control and 
· resolution of in-device coexistence issues and 
· power control


This contribution is a revision of our previous submission in [5]. Here we remove content that was already agreed by RAN1 and continue analysis of the impact of QoS management on physical layer, provide considerations on congestion control, while our views on other NR-V2X design aspects are summarized in our companion contributions [6]-[14]. It should be noted that proper support of QoS for NR V2X services requires consideration at each layer and thus requires coordinated work across multiple 3GPP RAN and SA working groups.
General Description of QoS Management Problem
The eV2X services are characterized by diverse set of communication requirements in terms of payload, transmission rate, data rate, latency, reliability, minimum communication range. Depending on eV2X application different technical characteristics may need to be satisfied. For instance, traffic properties and service characteristics may significantly depend on automation level in advanced driving applications: 0 - no automation, 1 - driver assistance, 2 - partial automation, 3 - conditional automation, 4 - high automation, 5 - full automation. Different automation levels require different QoS levels in terms of eV2X communication performance.
[bookmark: _Toc516059919][bookmark: _Toc519021861]QoS Handling for LTE-V2X Uu Interface
When LTE-Uu is used for V2X, messages can be delivered via Non-GBR bearer as well as GBR bearer. There are several standardized QCI values defined in [2] for unicast delivery (QCI 3 and QCI 79) and over broadcast (MBMS) bearers (QCI 75). The QCI values describe the following QoS parameters to treat traffic forwarding:
Resource Type (GBR or Non-GBR);
Priority;
Packet Delay Budget;
Packet Error Loss Rate;
Maximum Burst Size (for some GBR QCIs);
Data rate Averaging Window (for some GBR QCIs).
QoS Handling for LTE-V2X PC5 Interface
When LTE-PC5 is used for the transmission of V2X messages, the following traffic characteristics are taken into account in case of network scheduled and UE autonomous resources allocation modes [2]:
ProSe Per-Packet Priority (PPPP)
· PPPP has a value range of 1 to 8 where the higher value represents the lower priority. The application layer is expected to set PPPP for each V2X message and pass it to lower layers. The mapping of application layer V2X message priority to PPPP is configured on the UE. The setting of the PPPP value may reflect the latency required.
ProSe Per-Packet Reliability (PPPR) 
· PPPR has a value range of 1 to 8, where the higher value represents the lower reliability requirement for that message. The UE may be configured with a list of V2X services, e.g. PSID or ITS-AIDs allowed to use the specific PPPR value.
The main difference between LTE Uu and LTE PC5 QoS models is that Uu QCI based model is “connection oriented” and requires establishment of radio-bearer whereas the main motivation beyond PC5 QoS model is to enable “connectionless” operation for broadcast PC5 transmissions where QoS handling is expected on a per-packet basis.
NOTE: RAN2 have kept the notion of “radio bearers” for modelling of PC5 communications, however, in contrast to Uu radio bearers, there is no signalling used for establishment or release of “PC5 radio bearers”.
QoS Handling for NR Uu Interface
In NR, similar QoS characteristics are defined to describe the packet forwarding treatment between the UE and the UPF [3]:
Resource Type (RT including GBR, Delay critical GBR or Non-GBR);
Priority Level (PL);
	Packet Delay Budget (PDB);
	Packet Error Rate (PER);
	Averaging Window (AW);
	Maximum Data Burst Volume (MDBV - for Delay-critical GBR resource type only).
Open Aspects
From radio layer perspective, the 5G QoS characteristics should be understood as guidelines for 3GPP radio access. Therefore 5QIs may not be directly visible at physical layer, rather can affect UE radio-layer behavior aiming to support given QoS attribute. Based on analysis, we see that at least the following open aspects need to be resolved with respect to QoS support for eV2X use cases considering NR Uu and PC5 interfaces:
Whether existing NR QoS characteristics are sufficient for eV2X services delivered over NR Uu interface?
Whether existing NR QoS characteristics can be re-used for eV2X services delivered over NR PC5 interface?
Whether existing LTE PC5 QoS framework is applicable for eV2X services delivered over NR PC5?
QoS impact on NR Uu and NR PC5 radio layers and physical layer aspects in particular?
QoS support on NR PC5 in case of gNB controlled and UE autonomous resource allocation modes?
The first two questions require joint discussion and inputs from RAN2 and SA2 WGs and can be addressed at a later stage. With respect to QoS model we think it is out of RAN1 scope and should be decided by RAN2/SA2.

 
The NR V2X QoS model, i.e. per-packet QoS (PPPP and PPPR) or concept of QoS flows is to be decided by RAN2/SA2

Therefore in the next sections of this contribution, we mainly focus on the last two bullets and analyse potential QoS implications on NR physical layer design. In particular, we do see the following V2X specific challenges with respect to QoS support of eV2X services:
Node mobility and dynamic radio-propagation environment that complicates support of the fixed QoS level and may eventually require some multi-layer mechanism for QoS adaptation.
Intra and inter-UE handling of multiple eV2X services with different QoS in distributed architecture over NR PC5 interface.
Intra and inter-UE handling of multiple eV2X services with different QoS in centralized architecture over NR Uu interface.

eV2X QoS Support for NR Uu Interface
Applicability of NR Uu QoS for eV2X on Uu and PC5 Links
It needs to be discussed whether NR 5QI characteristics are sufficient for eV2X services delivered over NR Uu. From physical layer perspective, the existing set of NR Uu QoS parameters such as: RT, PL, PDB, PER, AW, MDBV are sufficient for physical layer to properly cover and treat majority of eV2X requirements, except minimum required communication range and transmission rate [4]. In Table 1, we provide linkage between eV2X requirements and related QoS parameters.
[bookmark: _Ref520396792]Table 1: eV2X requirement vs 5QI QoS parameters
	eV2X Requirement
	Relevant QoS parameter(s) from 5QI

	Payload
	Maximum Data Burst Volume (MDBV)

	TX Rate
	Resource Type (RT) 2)

	Max. end-to-end latency
	Packet Delay Budget (PDB)

	Reliability
	Packet Delay Budget (PDB) + Packet Error Rate (PER)

	Data rate
	Maximum Data Burst Volume (MDBV) + Packet Delay Budget
or
Resource Type (GBR) + Guaranteed Flow Bit Rate (GFBR)2)

	Min. required communication range
	NA


1): Resource Type – assume that GBR can be characterized by message rate
2): GFBR – is a part of 5G QoS profile
Based on above analysis, we can see that “TX Rate” is not explicitly represented by 5QI. At the same time if traffic is periodic, this knowledge can be utilized at the radio-layer to improve radio-resource management. The periodicity of traffic generation may not be viewed as a QoS attribute rather than be a parameter characterizing traffic property.
In addition, there is no relevant QoS attribute in 5QI characterizing communication range. From physical layer perspective, communication range cannot be directly considered as QoS attribute for eV2X traffic. As an alternative, the link budget or radiated energy per information bit can be potentially considered to ensure reliable performance at certain radio-distance in interference-free conditions. The latter can be controlled through multiple physical layer mechanisms including transmit power as well as resource allocation and does not seem to be a traffic QoS attribute rather than radio-layer performance target / indicator.


The existing set of 5QI parameters does not explicitly cover eV2X requirements on transmission rate and minimum required communication range
From physical layer perspective, the existing set of 5QI parameters can be used to handle eV2X services on Uu and PC5 links. 
It needs to be further studied if 5QI set of QoS parameters needs to be extended to cover transmission rate and minimum required communication range
Additional 5QI values can be introduced to reflect eV2X QoS traffic attributes if needed (up to RAN2 and SA2)

In general information on communication range may be useful from overall system perspective. For instance if target communication range is small, UE may reduce TX power or optimize MCS to facilitate more spectrum efficient transmission from system perspective. At the same time, additional more complete information on traffic is beneficial for more efficient reservation of resources. Therefore, we think that RAN1 need to consult with SA2, whether this information can be derived from upper layers.


Ask SA2 whether upper layers can provide information to represent minimum required communication range and provide additional data on transmission rate (e.g. period / packet size or statistical information) for NR–V2X communication

NR Uu QoS Support for eV2X
The mechanism how to support QoS over NR Uu link is a network implementation issue and can be handled by different resource allocation, admission control, scheduling strategies, etc. The NR Uu radio-layer specification defines sufficient set of tools for proper handling of eV2X services including delay critical traffic. Therefore, from physical layer perspective, we do not see additional work needed to manage QoS over NR Uu for eV2X use cases. On the other hand it needs to be discussed whether any additional assistance information on eV2X traffic characteristics need to be provided by UE to gNB in order to assist in UL scheduling.


Do not introduce additional physical layer support to handle QoS for eV2X services on NR Uu link
FFS if additional UE assistance information is needed to characterize eV2X UL traffic (e.g. unicast/groupcast or broadcast)

eV2X QoS Support for NR PC5 Interface
NR PC5 QoS Support for eV2X – Physical Layer Aspects
Resource Type
Resource type indicates whether guaranteed bit rate (GBR), delay critical GBR or non-GBR traffic can be supported. The eV2X traffic is typically either delay-critical GBR or GBR. The guarantee of certain bit rate can be feasible from TX perspective if there is no resource constraints or medium congestion. From physical layer perspective the resource type considerations may affect UE behavior in terms of resource reservation, resource selection and channel access procedures. Another possible consideration here is potential switching between resources or operating mode, e.g. gNB controlled and UE autonomous resource selection mode in case of medium congestion.
Priority Level
At the previous RAN1 WG meeting it was agreed that priority is relevant to physical layer studies. Considering that various eV2X applications with different traffic QoS attributes can share the same spectrum the priority indication can be used for the purpose of resource pre-emption, transmission pre-emption (packet drop), and admission control mechanism at PC5 radio-layers. The priority level can also affect UE behaviour in terms of channel selection and channel access procedures where for example different procedures or configurations can be used to determine UE behaviour for resource selection or sensing. For instance, sidelink transmissions with different priority levels may have different channel access granularity (opportunities) providing more favourable radio-access conditions to higher priority transmissions. Another priority-specific examples are radio-layer procedures for pre-emption of low priority transmissions or resource reservation options (e.g. possibility to reserve/occupy more resources). In summary, the priority indication can be used to handle intra-UE and inter-UE traffic conflicts by providing more favoured radio-layer conditions to higher priority traffic. 


Priority information is used to handle intra and inter UE transmission conflicts
Priority information signaled over the air and utilized in channel access and resource selection procedures

Packet Delay Budget
At the previous RAN1 WG meeting it was agreed that latency is relevant to physical layer studies. The PDB can be used to support the dynamic configuration of scheduling and link layer functions including settings of resource selection windows, channel access parameters or transmission configurations (e.g. number of retransmissions or resource specific configurations). The PDB clearly has significant impact on radio-layer UE behavior given that radio-layers need to make sure that packet is sent reliably within a given time budget. The PDB in combination with PER metrics can affect UE decisions in terms of amount and structure of resources to be used for transmission in order to control the level of reliability as well as e.g. settings of radio-layer feedback mechanism if latter are defined/utilized.


Latency budget information is used in channel access and resource selection procedures at the transmitter side (e.g. to determine window for resource selection)

Packet Error Rate (Reliability)
From physical layer perspective, the PER mainly affects radio-link adaptation procedures and resource selection mechanisms. For eV2X use cases sophisticated link level adaption based on CSI may be quite problematic due to mobility and fast channel variation. On the other hand, the intelligent channel access and resource selection procedures are important to avoid collisions and thus improve link and system PER performance in non-heavily congested scenarios.


Reliability information is used to derive number of retransmissions, MCS level / transmission format for sidelink shared and control channel as well as to guide resource selection decisions and transmit power decisions (e.g. to ensure minimum energy per information bit)
For instance, minimum bounds on values for certain transmission parameters can be set  

Averaging Window
Averaging window represents the duration over which the guaranteed bit rate is evaluated. It is applicable only to guaranteed bit rate flows.

Maximum Data Burst Volume
The MDBV denotes the largest amount of data to serve within PDB. The MDBV normalized by PDB gives an estimate of the data rate that has to be achieved at PDB time interval and thus together these two metrics can reflect the maximum average data rate over PDB interval. The knowledge of data rate is important for selection of the specific transmission scheme and transmission resources.
In radio-layers, for proper reservation of resources it is desirable to know the variation of packet size and packet arrival rate/statistics. This information may be in general obtained by UE implementation or provided by upper layers.


Ask SA2 if traffic characteristics such as packet size and packet arrival statistics can be provided for eV2X services

Considerations on gNB-Controlled and UE-Autonomous Mode
In case of UE-autonomous mode, when UE selects sidelink resources autonomously QoS attributes will guide UE transmission behaviour in terms of channel access, sensing and resource selection, congestion control procedures, etc. In general, specific details of many procedures may be left up to UE implementation.
In case when sidelink resources are controlled by gNB, UE may need to inform gNB on sidelink traffic QoS indicators and provide traffic assistance information, so that gNB can properly schedule sidelink transmissions and allocate sidelink resources for transmission. For instance, similar to LTE-V2X UE may be able to provide assistance information characterizing eV2X traffic attributes or UE recommendations for scheduling sidelink resources.


UE reports QoS traffic attributes to gNB in order to facilitate proper scheduling of gNB controlled sidelink transmissions

Congestion and QoS Control Considerations
For eV2X use cases, it is important to support QoS management (control/adaptation) as well as congestion control. In general, both QoS and congestion control are not physical layer procedures but have implications on physical layer design. In addition, it is important to identify proper relationship between two mechanisms (QoS and congestion control), given that they can be dependent on each other or considered as a single mechanism.
Congestion Control Considerations
The main purpose of congestion control in distributed systems is to ensure fairness (i.e. fair usage of spectrum resources among UEs). In some sense congestion control is a distributed scheduling problem (i.e. inter-UE), with only difference that it does not assign specific resource for transmission. Congestion control puts constraints on UE transmitter behavior. UE can be constrained in terms of amount of resources that can be used for transmission within a given period of time. Other UE TX parameters can be also constrained. The congestion control itself can be a QoS aware or unaware and can be implemented at radio- or application layers. For NR-V2X the QoS aware congestion control should be supported and at least priority can be used to properly settle TX parameters. As for latency, reliability and communication range in general congestion control can be used to prioritize low latency, high reliability and short range services. 
Depending on medium congestion at radio-layers, the given levels of QoS may not be satisfied. Therefore cross-layer mechanisms with QoS adaptation are important for eV2X services. 


NR-V2X supports QoS-aware congestion control
Congestion control is supported at radio-layers and V2X application layers.
It is configurable whether congestion control logic at radio-layers or V2X application layers is enabled
NR-V2X supports sensing and sidelink measurements to facilitate congestion control
NR-V2X congestion control utilizes at least priority as a QoS attribute
FFS latency, reliability, range

QoS Control Considerations
The QoS control may have multiple meanings. In this contribution, by QoS control we assume internal to UE function (i.e. intra-UE function). The main purpose of this function is to ensure that incoming traffic is delivered respecting its QoS attributes. In case of system congestion, it can be viewed as a packet filtering problem based on QoS attributes, i.e. this function can decide which incoming data should be passed to low layers for further processing. The QoS control is typically not a L1 problem, unless some low layer mechanism such as for example preemption is defined and affects L1 procedures. For QoS control under resource constraints, the pre-defined rules need to be configured in order to guide packet filtering and scheduling. In general, these rules can be left to UE implementation, however for mission critical services like eV2X certain standardization is needed.
eV2X traffic is characterized by combination of QoS attributes including priority, latency, reliability, etc. In case resource constraints, in order to schedule given packet some common rules mat need to be defined. For instance, UE behavior to handle packets with different priority, latency or reliability, etc. needs to be discussed. In particular, how to handle packet with low latency and low reliability with respect to packet with higher latency and higher reliability. One possible way to handle this is to define global logical transmission priority value that can be a function of packet priority, latency, reliability, V2X service ID, range, etc. Ideally, this function should be also dependent on radio-layer conditions/characteristics. However, it is clear that this function multi-dimensional and too complex for analysis. The alternative approach is to assign certain priority value to each QoS attribute. For instance the highest priority can be given to QoS priority attribute, then to QoS latency attribute and then reliability or communication range attribute. One way to formulate it, is to assign priority order for handling packets with different QoS attribute:
Priority ≥ Latency ≥ Reliability ≥ Range (if agreed)
Priority order of QoS attribute above indicates that UE should prioritize transmission with higher priority, then lower latency followed by higher reliability and finally range respectively. The specific rule for QoS attribute prioritization can be configured by network. On top of priority order UE may be preconfigured whether to first handle packets with high or low latency remaining PDB, high or low reliability, long or short communication range, etc. In addition, UE may take into account congestion control constraints or radio-conditions and if QoS attribute is not satisfied UE may report status to upper layers for QoS adaptation purposes. In case if it is realized that certain attribute cannot be met UE may start handling another one in priority order. 


Consider QoS control as intra-UE procedure in case of system congestion (lack of resources) or traffic overload
Further discuss benefit of priority order for handling various NR V2X QoS attributes in QoS control logic

QoS Impact On Sidelink Physical Layer Aspects
In this section, we summarize our views on how priority, latency, reliability, minimum required communication range (if agreed) can be used in physical layer aspects of resource allocation, congestion control, in-device coexistence and power control. We would like to note that power control here is discussed for completeness (considering made RAN1 agreement). In our view, PC can be considered as a part of other mechanisms, including resource allocation, congestion control and in-device coexistence.
Table 2: Impact of QoS attributes on resource allocation, congestion control, in-device coexistence and power control
	
	Resource allocation
	Congestion control
	In-device coexistence logic
	Power Control

	Priority
	Sidelink sensing, scheduling and resource selection, 
	Prioritization of packets for transmission based on priority, Constraints on L1 TX parameters
	RAT prioritization / preemption for TX/RX in case of inter-RAT conflicts
	Higher TX power to higher priority transmissions

	Latency
	Sidelink scheduling and resource selection
	Prioritization of packets for transmission based on latency
	No
	No

	Reliability
	Sidelink scheduling, sensing and resource selection aspects
	Prioritization of packets for transmissions based on reliability
	RAT prioritization / preemption for TX/RX in case of inter-RAT conflicts
	Higher TX power to higher reliability transmission

	Communication Range (if agreed)
	Sidelink scheduling aspects
	Prioritization of packets for transmissions based on range
	No
	Higher TX power to longer range transmission


Note: In order to fill in data for given QoS attribute (each row in the table), we assume that other QoS parameters have the same settings (i.e. no inter-dependency among QoS attributes is considered)

Conclusions
In this contribution, we have analyzed handling of QoS for NR Uu and PC5 links for eV2X services from physical layer perspective.  In our view, final decisions on the specific QoS model to be used for eV2X services on NR Uu and PC5 links are beyond RAN1 scope and should be further discussed by RAN2 and SA2 WGs. Our analysis shows that for delivery of eV2X services over NR Uu link the existing set of QoS attributes represented by 5QI values can be sufficient and no additional L1 enhancements are needed for NR Uu interface related to QoS framework. However if for Uu link we do not see additional impact on physical layer design, the impact on PC5 physical layer is rather significant starting from proper definition of the sidelink physical structure, resource allocation, channel access and congestion control procedures. Based on analysis we have following proposals:
Proposal 1: 
The NR V2X QoS model, i.e. per-packet QoS (PPPP and PPPR) or concept of QoS flows is to be decided by RAN2/SA2
Proposal 2: 
Ask SA2 whether upper layers can provide information to represent minimum required communication range and provide additional data on transmission rate (e.g. period / packet size or statistical information) for NR–V2X communication
Proposal 3: 
Do not introduce additional physical layer support to handle QoS for eV2X services on NR Uu link
FFS if additional UE assistance information is needed to characterize eV2X UL traffic (e.g. unicast/groupcast or broadcast)
Proposal 4: 
Priority information is used to handle intra and inter UE transmission conflicts
Priority information signaled over the air and utilized in channel access and resource selection procedures
Proposal 5: 
Latency budget information is used in channel access and resource selection procedures at the transmitter side (e.g. to determine window for resource selection)
Proposal 6: 
Reliability information is used to derive number of retransmissions, MCS level / transmission format for sidelink shared and control channel as well as to guide resource selection decisions and transmit power decisions (e.g. to ensure minimum energy per information bit)
For instance, minimum bounds on values for certain transmission parameters can be set  
Proposal 7: 
Ask SA2 if traffic characteristics such as packet size and packet arrival statistics can be provided for eV2X services
Proposal 8: 
UE reports QoS traffic attributes to gNB in order to facilitate proper scheduling of gNB controlled sidelink transmissions
Proposal 9: 
NR-V2X supports QoS-aware congestion control
Congestion control is supported at radio-layers and V2X application layers.
It is configurable whether congestion control logic at radio-layers or V2X application layers is enabled
NR-V2X supports sensing and sidelink measurements to facilitate congestion control
NR-V2X congestion control utilizes at least priority as a QoS attribute
FFS latency, reliability, range
Proposal 10: 
Consider QoS control as intra-UE procedure in case of system congestion (lack of resources) or traffic overload
Further discuss benefit of priority order for handling various NR V2X QoS attributes in QoS control logic
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