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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#93, the cross-link interference measurement and management was agreed to be studied in IAB as follows [1]
Agreements:
· CLI mitigation techniques including advanced receivers and transmitter coordination should be studied and prioritized in terms of complexity and performance.
· CLI mitigation techniques should be able to manage the following inter IAB node interference scenarios:
· Case 1: Victim IAB-node is receiving in DL via its MT, interfering IAB-node is transmitting in UL via its MT.
· Case 2: Victim IAB-node is receiving in DL via its MT, interfering IAB-node is transmitting in DL via its DU.
· Case 3: Victim IAB-node is receiving in UL via its DU, interfering IAB-node is transmitting in UL via its MT.
· Case 4: Victim IAB-node is receiving in UL via its DU, interfering IAB-node is transmitting in DL via its DU.
· CLI measurements such as short-term and long term measurements, and multiple-antenna and beamforming based measurements should be studied to enable CLI mitigation in IAB.
In this contribution, we analyze the CLI in IAB via system evaluation, and discuss the requirements and possible framework of CLI measurement. Furthermore, we also discuss the CLI mitigation techniques.
[bookmark: _Ref129681832]Inter-IAB node CLI analysis
CLI scenario analysis
In a network without IAB nodes, CLI (including both inter-BS CLI and inter-UE CLI) occurs when the link directions in two cells are opposite. While in a network with IAB deployment, CLI happens even if all the access link directions for IAB nodes are the same as illustrated in Figure 1. In these four cases, all access links from UE perspective are the same meaning that inter-UE CLI does not exist. However, Inter-IAB node CLI exists because the IAB node has two functions: MT and DU, which may receive CLI from either MT or DU of other nodes. Inter-IAB node CLI can be avoided by allocating non-overlapping time slots for backhaul and access among the IAB nodes. However, the disadvantage of this is huge resource waste. Furthermore, if SDM is considered, inter-UE CLI will be introduced as shown in Figure 2. 
In general, the CLI interference situation becomes more complicated with IAB node deployment. Note that the practical interference level in FR2 is expected to be much lower compared to FR1, due to the inherent spatial isolation by beam based transmission and reception at both transmitter and receiver. In the next section, a detailed numerical analysis is provided via system level evaluation.
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      Case 1:  CLI from MT to MT                Case 2: CLI from DU to MT
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Case 3: CLI from MT to DU                 Case 4: CLI from DU to DU
Figure 1: Inter-IAB node CLI illustration
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Figure 2: Inter-UE CLI illustration in case of SDM

CLI numerical evaluation
In the evaluation, multi-hop topology is assumed with 3 IAB nodes deployed randomly within each sector.  A maximum RSRP criterion is used for IAB node association and a maximum number of 4 hops is assumed to build the topology among IAB nodes. Actually, the CLI level mainly depends on the topology, frame structure/resource allocation scheme.
[image: ](a) Static TDM scheme
[image: ](b) Dynamic TDM scheme
Figure 3 Resource allocation schemes in the evaluation
The frame structure in the evaluation is illustrated in Figure 3. In the evaluation, two resource allocation schemes between access and backhaul link are used as follows
· Static TDM slot allocation 
With static TDM scheme, a predefined TDM slot allocation for backhaul link is applied, and the access link is not allowed to be scheduled in backhaul slot even if the slot is not fully occupied. 
· Dynamic TDM slot allocation
The TDM slot number and location for backhaul link can be flexibly configured according to the backhaul transmission capacity requirement, and also for each specific configuration, the backhaul slot can be used for access link by dynamic scheduling, if the backhaul transmission are not scheduled in that slot.
For simplicity, SDM is not evaluated in this paper. The detailed evaluation assumption and parameters are listed in the appendix.
Figure 4 provides the backhaul link geometry comparison with and without CLI for Case 1 and Case 2 as shown in Figure 1. For geometry calculation, where all IAB nodes are included except the serving IAB node and random beam direction is used for each interference IAB node. It can be observed that there is 5dB gain in DL geometry if interference from other IAB nodes can be totally eliminated.
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	Figure 4:  Backhaul link geometry with and without inter-IAB node CLI
In the downlink performance evaluation, we only focus the CLI on the MT (i.e., DL backhaul link), which is generated by DU of another IAB node as shown in case2 of Figure 1. To get a better understanding of the impact of different interfering type, we further separate the CLI into two sub-cases, as shown in Figure 5 
Case 2-1:  CLI from interfering IAB node’s backhaul transmission to interfered IAB node’s MT
Case 2-2:  CLI from interfering IAB node’s access transmission to interfered IAB node’s MT
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(a)  Case 2-1:  CLI from DL backhaul to DL backhaul      (b) Case 2-2: CLI from DL access to DL backhaul
Figure 5: CLI from DU to MT 
Figure 6 (a) shows the downlink 50% UPT performance, with static TDM between access and backhaul link applied. Three different traffic loadings are simulated, corresponding to different donor node resource utilizations as indicated in the Figure 6. The CLI of case 2-1 and case 2-2 are eliminated separately so that their impact on performance can be observed individually. The UPT performance with all CLI taken into consideration is used as the baseline, and the following observation could be made:
The CLI level from interfering access transmission is higher than the interference from the interfering backhaul transmission. With lower traffic loading, only 0.02% and 3.93% UPT performance improvements benefit from totally CLI mitigation, while in high traffic loading around 3.2% and 20.37% improvements can be achieved.

(a) 50% UPT performance							(b) RU on access and backhaul link
Figure 6: UPT performance with static TDM resource allocation 
We further analyze the per-hop RU on access and backhaul link at a higher donor node resource utilization. From the evaluation results in Figure 6 (b), it can be found that even with high traffic loading the RU for the 2nd and 3rd hop IAB node is rather low (44.29%, and 12.25%), which are much lower than the RU (88.44%) of the 1st hop, meaning that congestion happens in the 1st hop IAB node and the downlink data cannot reach the UE, thus leads to even lower RU on access links. Therefore, congestion in the intermediate IAB nodes becomes the bottleneck of system performance.
With dynamic TDM resource allocation, the time slot for backhaul link can dynamically be allocated according to the backhaul link transmission requirement. Therefore, the backhaul link congestion can be alleviated to some extent. Figure 7 gives the RU and UPT evaluation results with dynamic TDM resource allocation at high donor node resource utilization. As expected, the RU and UPT performance are greatly improved although the congestion still exists. 
It should be noted that by alleviating the congestion using dynamic TDM slot allocation, the impact of CLI also becomes more significant. In Figure 7, it can be observed that the 50% UPT performance gain at high traffic loading is increased from 20.37% to 35.63% by eliminating case 2-2 CLI. This implies that CLI become more pronounced when congestion at the IAB nodes is alleviated.


      
     		(a) 50% UPT performance                               	(b) RU on access and backhaul link
Figure 7: UPT performance with dynamic TDM resource allocation
Observation 1: The inter-IAB node CLI impact on the UPT performance is noticeable especially at high traffic load.
Observation 2: With multi-hop topology, congestion easily happens at the intermediate IAB nodes.
Observation 3: The impact of CLI among IAB nodes becomes more pronounced when congestion at the IAB nodes is alleviated by dynamic resource allocation.
Inter-IAB node CLI measurement 
Consideration on CLI measurement framework 
To identify and manage (e.g. coordinate/mitigate) the different kinds of cross-link interference in IAB, one straightforward way is to perform measurement between the victims and aggressors on the corresponding links. For example, one IAB node’s MT can measure on the RS(s) sent by another IAB node’s DU to identify the DU-to-MT CLI. 
For the DU-to-MT CLI, it is quite similar to traditional inter-cell interference, if MT is treated as an UE. Therefore, the existing inter-cell interference measurement and mitigation mechanism in NR Rel-15 can be reused. To be more specific, the MT of the victim IAB node is configured with the RS transmitted by the DU of the aggressor IAB nodes, and performs CLI measurement. For the MT-to-DU CLI, the DU of the victim IAB node is configured with the SRS transmitted by the MT of the aggressor IAB nodes, and perform CLI measurement but such measurement mechanism is not supported in Rel-15.
However in CLI Case 1 and Case 4, the victim and aggressor are of the same node function, i.e. either MT or DU. There is no existing mechanism to perform such kind of measurement.
For the MT-to-MT and DU-to-DU CLI, they are similar to the BS-to-BS and UE-to-UE CLI in dynamic TDD. In flexible duplex, timing misalignment exists between the arrival of measured signal and the DL frame timing of the measuring UE. Same problem exists in IAB. Figure 8 provides an example of MT-to-MT measurement. MT2 transmits the reference signals in UL and MT1 detects in DL. Figure 9(a) illustrates the timing issue in scenario of Figure 8. The propagation delay between MT2 and the Donor node, the propagation delay between MT1 and IAB node#3, and the propagation delay between MT2 and MT1 are T2, T1 and T3 respectively. The timing advance of MT2 in normal UL backhaul transmission is TAMT2, then the timing error between the DL detection timing of MT1 and the measurement signal’s arrival equals[image: ]. Considering that the normal TA is generally much longer than CP, and the propagation delay is quite short, the timing error is too large to be compensated by the CP.
Solutions to solve the misalignment were also proposed in flexible duplex, such as using a specific timing different from the normal UL transmission timing for cross link measurement. Figure 9 (b) is an example for IAB, in which MT2 uses a  timing advance equal to T2 and the remainder timing error is [image: ] that is easier to compensate. This method leads to interference between the aggressor MT and other intra-cell normal MTs scheduled for uplink transmission since it adopts a new uplink Tx timing. 
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Figure 8 Illustration of MT-to-MT measurement
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(a) 													(b)
Figure 9 Illustration of the timing misalignment and potential method of timing adjustment
According to the above analysis, if the CLI measurement approach proposed in dynamic TDD is reused, the inter-IAB node CLI measurement mechanism will vary with the role of aggressor IAB node and victim IAB node. For example, for the DU-to-MT CLI measurement, the aggressor IAB node transmits RS with normal Tx timing. However, the aggressor IAB node has to adjust its uplink Tx timing for the MT-to-MT CLI measurement and this uplink timing adjustment may vary with the distance between aggressor IAB node and victim IAB node, which seems rather complicated for implementation. Moreover, due to the modified timing adjustment for measurement, the performance of IAB nodes' UL backhaul transmission will be impacted which may not be preferable for IAB. Since backhaul transmission is crucial for IAB system performance, these impacts may be unacceptable.
Therefore, from the above analysis, it is beneficial to utilize a unified CLI measurement framework independent of the roles of aggressor and victim IAB nodes. For example, the MT-to-DU, MT-to-MT and DU-to-DU CLI measurement can follow the similar approach as the DU-to-MT interference measurement, which seems feasible since MT and DU are located within an IAB node, the interference measurement configuration information for MT and DU can be known to each other. 
Observation 4: Among the four inter-IAB node CLI cases, the DU-to-MT CLI measurement can adopt the inter-cell interference measurement mechanism in NR Rel-15. 
Observation 5: For MT-to-MT and DU-to-DU CLI, the measurement mechanisms proposed in dynamic TDD seems not applicable for IAB. 
Proposal 1: The DU-to-MT CLI measurement should adopt the inter-cell interference measurement mechanism in NR Rel-15.
Proposal 2: For MT-to-DU, MT-to-MT and DU-to-DU CLI, RAN1 should support a unified inter-IAB node CLI measurement framework, following the DU-to-MT CLI measurement, including:
· Unified CSI-RS for the CLI measurement
· Unified CLI measurement timing with the uniform IAB DL Tx timing as assumption

With a unified measurement framework, specific reference signals should be designed and different schemes can be considered, e.g. dedicated RS for CLI measurement or reusing the RS for access link's CSI acquisition.
-Dedicated RS for CLI measurement: The dedicated reference signal for CLI measurement is distinct from those existing reference signals for traditional CSI or interference measurement. It may be designed with distinct or identical sequence and resource mapping. It also needs a new kind of RS configuration for the sending node(s) and the receiving node(s). 
-Reusing RS for access link CSI acquisition: The utilization of dedicated RS(s) for CLI measurement means that the RSs for CLI measurement and other type of RSs are orthogonal between each other. There may not be enough RS ports that can be used if a large number of IAB nodes are deployed. Considering that general reference signals configured for CSI or interference acquisition are dedicated for each IAB node, those RS(s) can be reused for CLI measurement between any two IAB nodes without additional RS requirement.
Furthermore, the reference signals for inter-IAB CLI measurement can be configured to appear in different ways, which means the RS resources can be periodic, aperiodic(triggered by Donor or IAB nodes) or semi-persistent.
Proposal 3: The reference signals defined in NR Rel-15 should be utilized as the start point of reference signal design for CLI measurement in IAB.
Consideration on CLI mitigation method
It was agreed that only inter-IAB node CLI management is studied in IAB, and the inter-UE CLI management will follow the conclusion defined in the CLI study item. Generally, two kinds of interference management could be considered:
· Centralized interference management: With layer 2 IAB architecture, the semi-static centralized interference management by the CU of donor node is a straightforward option to coordinate the resource allocation/scheduling among IAB nodes. To be specific, Donor node will configure each IAB node (including MT and DU) the measurement/report for CLI, and once these inter-IAB node CLI measurement results are gathered by donor. It will coordinate the resource allocation/scheduling for each IAB node to minimize the impact of CLI.  
· Distributed interference management: Distributed interference management should also be supported in order to minimize the overhead of RS coordination and interference measurement information exchange between donor and IAB nodes.  
Both schemes should be supported in terms of performance and complexity.
Proposal 4: Both distributed and centralized interference management schemes should be supported for inter-IAB CLI management.
For whatever centralized or distributed interference management, the following interference mitigation schemes could be considered. 
· Time/frequency coordination: Time/frequency coordination is the most simple and effective method to avoid interference, but usually leads to low resource utilization.
· Beam adjustment: Beam adjustment is to suppress the interference signal in spatial domain by coordinating the interfering/interfered beam direction or re-adjusts the victim nodes’ scheduling resources (e.g., beams) according to the detection results, which is especially desirable in FR2.
· Power control:  Power control refers to reduce the transmission power of the interferer.
RAN1 should support the above CLI mitigation ways.
Proposal 5: RAN1 should support the CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
Conclusions
In this paper, we analyze the above CLI via system evaluation, and discuss the requirements and possible frameworks of CLI measurement. Furthermore, we also discuss the CLI mitigation techniques. Based on the discussion, the following observations and proposals are made, 
Observation 1: The inter-IAB node CLI impact on the UPT performance is noticeable especially at high traffic load.
Observation 2: With multi-hop topology, congestion easily happens at the intermediate IAB nodes.
Observation 3: The impact of CLI among IAB nodes becomes more pronounced when congestion at the IAB nodes is alleviated by dynamic resource allocation.
Observation 4: Among the four inter-IAB node CLI cases, the DU-to-MT CLI measurement can adopt the inter-cell interference measurement mechanism in NR Rel-15. 
Observation 5: For MT-to-MT and DU-to-DU CLI, the measurement mechanisms proposed in dynamic TDD seems not applicable for IAB. 
Proposal 1: The DU-to-MT CLI measurement should adopt the inter-cell interference measurement mechanism in NR Rel-15.
Proposal 2: For MT-to-DU, MT-to-MT and DU-to-DU CLI, RAN1 should support a unified inter-IAB node CLI measurement framework, following the DU-to-MT CLI measurement, including:
· Unified CSI-RS for the CLI measurement
· Unified CLI measurement timing with the uniform IAB DL Tx timing as assumption
Proposal 3: The reference signals defined in NR Rel-15 should be utilized as the start point of reference signal design for CLI measurement in IAB.
Proposal 4: Both distributed and centralized interference management schemes should be supported for inter-IAB CLI management.
Proposal 5: RAN1 should support the CLI mitigation method, at least including
· Time/frequency coordination
· Beam coordination
· Power control
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Appendix 
Table A-1: Evaluation scenarios for IAB
	Attribution 
	Assumption

	Network Layout
	Hexagonal cellular network (ISD = 500m)  with multi-hop relaying

	Number of TRPs
	19 macro TRPs and 57*Nr IAB node where Nr is the number of IAB node per sector. The value of Nr is {3}.

	Deployment of RN
	Random

	UE distribution
	Uniform random deployment

	Node selection for UE
	Max RSRP

	Topology building method
	Maximum RSRP, together with the following constraints.
· Maximum 4 hops
· Maximum 2 node degree for each IAB node

	Carrier Frequency 
	In-band backhaul: 30GHz backhaul and access

	Large-scale channel parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro-to-Macro: 5GCM UMa (hUE =25m) 
- Macro-to-Micro: 5GCM UMa (hUE =10m)
- Micro-to-Micro: UMi-Street canyon (hUE =10m) 
- UE-to-UE: UMi-Street canyon (hBS =1.5m ~ 22.5m), penetration loss between UEs follows Table A.2.1-12 of TR38.802

	Fast fading parameters
	- Macro-to-UE: 5GCM UMa
- Micro-to-UE: UMi-Street canyon
- Macro to macro: 5GCM UMa O-to-O (hUE =25m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- Macro to micro: 5GCM UMa O-to-O; ASA and ZSA statistics updated to be the same as ASD and ZSD for UMi-Street canyon; ZoD offset = 0
- Micro to Micro: UMi-Street canyon O-to-O (hUE =10m); ASA and ZSA statistics updated to be the same as ASD and ZSD; ZoD offset = 0
- UE to UE: UMi-Street canyon; ASD and ZSD statistics updated to be the same as ASA and ZSA. Dual mobility support.

	UE number per sector
	30 (80% indoor/ 20% outdoor, or 100% outdoor)

	Carrier frequency
	30GHz	

	Subcarrier spacing
	120kHz

	Slot length
	0.125ms with 14 symbols

	TDD UL/DL configuration
	D:U = 3:2 as baseline(without IAB node )

	MIMO
	MU-MIMO

	Scheduling
	PF

	HARQ
	CC

	Receiver
	MMSE-IRC

	Traffic model
	FTP traffic model 3 with 0.5Mbytes packet size
DL User arrival rate λ is：
-low:  0.15
-medium: 0.5
-high: 1.0

	Codebook for analog beamforming
	DFT-based, no oversampling

	Penetration loss
	50% high loss, 50% low loss

	Metric
	Full buffer: Area traffic capacity



Table A-2: Antenna configuration for IAB
	Attribution 
	Assumption

	gNB height
	25 m

	RN height
	10 m

	UE height
	3D distributing [2]

	TRP Tx power
	3 dBm

	RN Tx power
	33 dBm 

	UE Tx power
	23dBm

	TRP antenna configuration
	 (M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	RN antenna configuration for each side/sector
	(M,N,P,Mg,Ng) = (4,8,2,2,2),  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (4.0, 2.0)λ

	UE antenna configuration
	 (M,N,P,Mg,Ng) = (2,4,2,1,2) ,  (dH, dV) = (0.5, 0.5)λ,  (dg,H,dg,V) = (0, 0)λ,  Θmg,ng=90,   Ω0,0 uniformly distributed in [0, 360] degrees,  Ω0,1=Ω0,0+180

	RN antenna pattern
	See Table A.2.1-6 of TR 38.802

	UE antenna pattern
	See Table A.2.1-8 of TR 38.802
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DL 50% UPT performance gain
Baseline: ALL CLI(s) Considered
W/O CLI of case2-1	
Donor node RU = 18%	Donor node RU = 50%	Donor node RU = 75%	1.9999999999997805E-4	1.8100000000000012E-2	3.2000000000000042E-2	W/O CLI of case2-2	
Donor node RU = 18%	Donor node RU = 50%	Donor node RU = 75%	3.9299999999999891E-2	5.2799999999999979E-2	0.20369999999999999	
Performance Gain[%]



Resource utilization for backhaul and access link
with high donor node RU(75%)
Backhaul Link	
1st hop	2nd hop	3rd hop	0.88439900000000005	0.44286000000000009	0.122487	Access Link	
1st hop	2nd hop	3rd hop	0.68595200000000001	0.3398980000000002	0.112	
Resource Utilization[%]



DL 50% UPT performance gain under high donor node RU(75%)
Baseline: ALL CLI(s) Considered
static TDM	
W/O CLI of case2-1	W/O CLI of case2-2	3.2000000000000042E-2	0.20369999999999999	dynamic TDM	
W/O CLI of case2-1	W/O CLI of case2-2	6.129999999999991E-2	0.35630100854917601	
Performance Gain[%]



Resource utilization for backhaul and access link under high donor node RU(75%)
Backhaul link for static TDM	
1st hop	2nd hop	3rd hop	0.88439900000000005	0.44286000000000009	0.122487	Access link for static TDM	
1st hop	2nd hop	3rd hop	0.68595200000000001	0.3398980000000002	0.112	Backhaul link for dynamic TDM	
1st hop	2nd hop	3rd hop	4th hop	0.75112800000000024	0.52261500000000005	0.15800900000000007	Access link for dynamic TDM	
1st hop	2nd hop	3rd hop	4th hop	0.74542100000000022	0.47220000000000001	0.25696400000000008	
Resource Utilization[%]
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