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1. Introduction
This document is used to collect PHY abstraction methods used for NOMA SLS. It has been agreed in RAN1#93 that
· PHY abstraction methods agreed in TR38.802 can be reused as the starting point.
· Note: Further considerations can be reviewed.

2. Link-to-system modelling
Link-to-system modelling 
Link-to-system modelling, also known as PHY abstraction, should reflect the key signal processing at the receiver, such as detection, channel decoding, channel estimation, etc. For NOMA study, multi-user link level simulations are needed to verify the validity of the PHY abstraction. The link-to-system modelling should also take into account of potential MA signature collision.
Alternatively, system-level evaluation can be based on using an embedded link-level receiver model. In such an approach, the system-level portion of the simulator generates the user traffic, corresponding channel model parameters, assigns users to cells, etc.  The link level portion of the simulator is used for the explicit modeling of the actual packet transmission and reception for the generated interference environment.
2.1. Link-to-system mapping for MMSE-Hard IC receiver
2.1.1. Basic PHY abstraction method
[bookmark: OLE_LINK19]PHY abstraction method for MMSE-Hard IC receiver is shown in Figure 2.1-1. The interference cancellation can be conducted successively (SIC), in parallel (PIC), or with hybrid process (HIC). The modeling adopts an iterative processing procedure and includes three steps, which are described as below. 
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[bookmark: _Ref16571][bookmark: OLE_LINK30][bookmark: OLE_LINK29]Figure 2.1-1 PHY abstraction for MMSE-Hard IC receiver

· [bookmark: OLE_LINK81]Step 1: Calculation of post-processing (pp)-SINR
Assuming that N users share the same resource element group with the spreading factor of L, the received signal with R antenna ports can be written as

                                                                                                  (2.1-1)






[bookmark: OLE_LINK58]where yk with the size of  is the received symbol vector on the kth resource element group,  is a  vector of transmitted symbols.  denotes the effective channel of the ith  user, taking into account the transmitted power Pk,i, the channel response of each receive antenna hk,i,r and the L*1 spreading sequence si, as . nk is the additive white Gaussian noise plus inter-cell interferences, with the power of , and the covariance matrix of . For each of the ith target user, the received signal in (2.1-1) can be rewritten as

                                                                                       (2.1-2)

where  represents the noise plus intra-cell and inter-cell interferences experienced by the ith user. The weight of linear MMSE receiver is then calculated as 

                                                                                                                                      (2.1-3)
with the covariance of zi
                                                                (2.1-4)
where (.)* denotes Hermitian transpose and is the covariance matrix of noise plus inter-cell interference. It should be noticed that the real estimated channel should be used in (2.1-3), as described in Section 2.1.2. The corresponding pp-SINR of the ith user can be calculated as

                                                                      (2.1-5)

The jth user’s data with the highest averaged pp-SINR over K resource elements, i.e.,  will be treated in each loop of the MMSE-SIC receiver. Therefore, the analytical SINR mapping in SLS starts from the jth user.
· [bookmark: OLE_LINK60]Step 2: Effective SINR mapping
As link level curves are normally generated assuming frequency flat channel at given SINR, an effective SINR,  is required to accurately map SINR at system level onto the link level curves to determine the BLER, when the actual channel at system level is frequency selective. Assuming that the  jth user has the highest pp-SINR. The effective SINR is calculated as 

                                                      (2.1-6)

where K is the number of modulation symbols (or resource elements) in a code block,  is a non-linear invertible function that defines Received Bit Mutual Information Rate (RBIR). The block error rate value of the jth user is determined by looking up the BLER vs. SNR tables for AWGN channel, with the input of the effective SINR.
· [bookmark: OLE_LINK63][bookmark: OLE_LINK64]Step 3: Interference cancellation
Since the BLER of the user with highest pp-SINR has been calculated, a random variable X~Uniform [0 1] is generated to decide whether the user’s data is decoded correctly or not. If the user’s data is considered as correctly decoded, then the interference cancellation procedure is performed.
[bookmark: OLE_LINK12]
2.1.2. Modeling for realistic channel estimation
In the case with realistic channel estimation, channel estimation error can be modelled for link-to-system mapping.


[bookmark: OLE_LINK92]Channel estimation error, denoted as, is the difference between the realistic channel estimation (RCE) and the ideal channel estimation (ICE). It can be modelled as a Gaussian distributed random variable with the mean value of 0 and the variance as . 
                                                                                                                      (2.1-7)
                                                                                                                    (2.1-8)
[bookmark: OLE_LINK2][bookmark: OLE_LINK95]In Eq. (2.1-7), SNR is the instantaneous received SNR (per RE DMRS power divided by per RE noise power plus DMRS contamination from other cell on the active transmission bandwidth of the UE) and can be time-varying in fading channels. Ns is the total number of DMRS samples used for estimating a channel coefficient, which is equal to 4 for the NR DMRS design. And a is a scaling factor that takes into account the effect of interpolation and smoothing for different channel coefficients, which can be tuned differently for different fading channel and channel estimation algorithms.
Figure A.2.1-2 shows the channel estimation error validation results in a single-user simulation case, for different channel conditions and DMRS types, where the solod curves show the statistics of collected normalized channel estimation error which is calculated is  .  It can be observed that the variance predicted by the error model  matches well the variance of the actual estimation.
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[bookmark: OLE_LINK4][bookmark: OLE_LINK94]Figure 2.1-2 Channel estimation error model (TDL-C 300ns)

[bookmark: OLE_LINK7][bookmark: OLE_LINK10][bookmark: OLE_LINK114][bookmark: OLE_LINK113][bookmark: OLE_LINK111][bookmark: OLE_LINK112]So for PHY abstraction for realistic channel estimation, we can replace the channel by HR in Eq. (2.1-7), where the channel estimation error is modelled based on Eq. (2.1-8). Then we can use HR to calculate the weight of the linear MMSE receiver with Eq. (2.1-3). Finally the corresponding pp-SINR can be calculated based on Eq. (2.1-5), where ideal channel is still used for the target signal and the interfering signal.
[bookmark: OLE_LINK133][bookmark: OLE_LINK132]The HR should also be used in the interference cancellation(IC) procedure to model the non-perfect IC, which is described as follows assuming a receiver using codeword IC:


[bookmark: OLE_LINK91][bookmark: OLE_LINK90]If the jth user’s data is correctly decoded, channel estimation error of jth user  is used as residual interference, where HR,j  and HI,j refers  the modelled realistic channel estimation and the ideal channel estimation value of jth user, respectively, and  is modelled based on Eq. (2.1-8).
2.1.3. (Optional) Modeling for DMRS collision





[bookmark: OLE_LINK98][bookmark: OLE_LINK102][bookmark: OLE_LINK115][bookmark: OLE_LINK116][bookmark: OLE_LINK119][bookmark: OLE_LINK120][bookmark: OLE_LINK84][bookmark: OLE_LINK93]For the case when random activation applied in the simulation and the one DMRS is preconfigured to multiple UEs. For example, there are N users, if User 1 and User 2 are preconfigured with the same DMRS and also transmiting using the same DMRS antenna port, scrambling ID, and OFDM symbols, only N-1 users can be identified using the DMRS correlation, and a combined channel  will be obtained from the DMRS in the receiver, where H1 and H2  are the ideal channel estimates of User 1 and User 2, respectively. Further, the channel estimation error  can be modelled based on Eq. (2.1-8) described above, then we can derive the realistic channel estimationand . H12,R and are used to calculate the weight of the linear MMSE receiver, respectively. Finally, the post-processing SINR for PUSCH will be calculated using Eq (2.1-6), where ideal channel is still used for the target signal and the interfering signal.
[bookmark: OLE_LINK82]The rest of the procedure of PHY abstraction is the same as Section 2.1.1.
2.1.4. Validation results
[bookmark: OLE_LINK35][bookmark: OLE_LINK23][bookmark: OLE_LINK34][bookmark: OLE_LINK44][bookmark: OLE_LINK70][bookmark: OLE_LINK66]In Figure 2.1-4, BLER performances of DMRS-based realistic channel estimation (RCE) are compared with the BLERs of above PHY abstraction with fixed MA signature allocation. The results indicate that the proposed PHY abstraction can closely match the performance of actual MMSE-SIC receiver with realistic channel estimation. For the number of UE larger than 12, larger FDM comb is applied for DMRS extension.
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	(a) 1 UE, TDL-A 30ns, mMTC, equal SNR
	(b) 12 UEs, TDL-A 30ns, mMTC, equal SNR
	(c) 20 UEs, TDL-A 30ns, mMTC, equal SNR
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	(d) 1 UE, TDL-C 300ns, mMTC, equal SNR
	(e) 12 UEs, TDL-C 300ns, mMTC, equal SNR
	(f) 20 UEs, TDL-C 300ns, mMTC, equal SNR
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	[bookmark: OLE_LINK14](g) mMTC, 1 UE, TDL-A 30ns, unequal SNR, uniform [-3, 3]
	(h) mMTC, 12 UE, TDL-A 30ns, unequal SNR, uniform [-3, 3]
	(i) mMTC, 20 UE, TDL-A 30ns, unequal SNR, uniform [-3, 3]
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	[bookmark: OLE_LINK16][bookmark: OLE_LINK20][bookmark: OLE_LINK18](j) mMTC, 1 UE, TDL-C 300ns, unequal SNR, uniform [-3, 3]
	(k) mMTC, 12 UE, TDL-C 300ns, unequal SNR, uniform [-3, 3]
	(l) mMTC, 20 UE, TDL-C 300ns, unequal SNR, uniform [-3, 3]
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[bookmark: OLE_LINK17](m) mMTC, 1 UE, TDL-C 300ns, unequal SNR, Gaussian distribution,
	
(n) mMTC, 6 UE, TDL-C 300ns, unequal SNR, Gaussian distribution,
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[bookmark: OLE_LINK24][bookmark: OLE_LINK26](o) mMTC, 1 UE, TDL-C 300ns, unequal SNR, Gaussian distribution,
	
(p)  mMTC, 6 UE, TDL-C 300ns, unequal SNR, Gaussian distribution,
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	[bookmark: OLE_LINK25](q) eMBB, 1 UE, TDL-A 30ns, equal SNR
	(r) eMBB, 8 UE, TDL-A 30ns, equal SNR
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	(s) eMBB, 1 UE, TDL-C 300ns, equal SNR
	(t) eMBB, 8 UE, TDL-C 300ns, equal SNR
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	[bookmark: OLE_LINK27](u) eMBB, 1 UE, TDL-A 30ns, unequal SNR, uniform [-3, 3]
	(v) eMBB, 8 UE, TDL-A 30ns, unequal SNR, uniform [-3, 3]
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	(w) eMBB, 1 UE, TDL-C 300ns, unequal SNR, uniform [-3, 3]
	(x) eMBB, 8 UE, TDL-C 300ns, unequal SNR, uniform [-3, 3]

	
	


Figure 2.1-4 BLER of realistic channel estimation (RCE) vs BLER of PHY abstraction for MMSE-SIC receiver


Any comment?
	Company
	View

	
	



2.2. Link-to-system mapping for ESE-SISO receiver
2.2.1. PHY abstraction method
The effective SNR mapping (ESM) PHY abstraction is used in SLS. Generally, for ESM, the effective SNR is calculated as
                                                        (2.2-1)
where  is the symbol block size,  is the SINR for the n-th sub-carrier,  is the effective SNR for the entire block and function  is an invertible function. Based on this effective SNR, the corresponding BLER can be obtained based on SNR-BLER mapping table under AWGN channel for specific MCS.
To facilitate the PHY abstraction and avoid receiver modeling, an approximation approach is applied and is summarized as follows:
Step 1: Calculate the upper bound post-processing SINR.
For non-orthogonal multiple access, the optimal performance can be achieved if the signals from multiple UEs can be separated completely. In this sense, the post-processing SINR of PIC detector is regarded as upper bound. If per-RE power of transmitted signal is normalized to 1, the post-processing SINR after PIC detection for the n-th sub-carrier of the k-th UE is expressed as
                                                                     (2.2-2)
where  denotes the frequency domain channel coefficient vector of the n-th sub-carrier of the k-th UE,  denotes the noise power and  denotes the power of inter-cell interference on the n-th sub-carrier.
Step 2: Approximate the real post-processing SINR based the upper bound.
Although by using advanced receiver, such as chip-by-chip MAP detector, multi-user interference can be mitigated or even eliminated, there still will be some performance degradation, especially when the number of serviced UEs is large. A scaling factor  is used to emulate this performance degradation. Denote  as the capacity for PIC detector and for non-orthogonal multiple access, the achievable capacity is a scaled version which is expressed as follows
                                              (2.2-3)
where  denotes the approximated SINR for n-th sub-carrier of the k-th UE and based on this scaled capacity,  can be calculated as
                                                     (2.2-4)
The parameter  can describe the capacity loss due to the superposition of multiple UEs and should be optimized by off-line link level simulations for different number of UEs under different cases. 
Step 3: Calculate the effective SNR.
The approximated SINR for n-th sub-carrier of the k-th UE obtained in step 2 is used for the mapping of effective SNR. Several methods can be applied and the received-bit information rate (RBIR) for SNR mapping is used due to its simplicity. The effective SNR is expressed as
                                           (2.2-5)
where  denotes the effective SNR for the k-th UE and Q denotes the modulation order. The function  denotes the RBIR metric given SNR and modulation order Q and  is its inverse function given RBIR metric to find corresponding SNR. The RBIR metric function is pre-calculated off-line and stored as a look-up table. 
Step 4: Obtain BLER according to the SNR-BLER mapping.
After getting the effective SNR for the k-th UE, the corresponding BLER is obtained according to the SNR-BLER mapping relationship which is pre-calculated for given MCS under AWGN channel.
The only parameter that should be optimized is the scaling factor  and the optimization can be completed by solving a minimum mean square error problem.
2.2.2. Validation results
In Fig. 2.2-1, the performance comparison between the L2S mapping and LLS evaluation under ideal channel estimation. mMTC scenario with TDL-C channel is considered. TBS is set ot 40 bytes. As can be observed from Fig. 2.2-1, by chosing appropriate  value, the performance obtained by L2S mapping method described above is quite aligned with evaluation results, especially for high SNR region.
	[image: cid:2XYNX48N0EB5@namo.co.kr]
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	(a) 1 UE
	(b) 4 UEs
	(c) 6 UEs


Figure 2.2-1 BLER based on L2S mapping vs evaluated BLER, mMTC scenario, CP-OFDM, ICE, 6 RBs, TBS = 40 bytes, TDL-C 300 ns
Fig. 2.2-2 shows the performance comparison between L2S mapping and LLS results for realistic channel estimation. Similary with Fig. 2.2-1, mMTC scenario with TDL-C channel is considered and TBS is set as 40 bytes. For channel estimation, LMMSE is applied. We can observe that even with larger number of UEs, the L2S mapping can still match the LLS results with realistic channel estimation, if proper  value is selected.
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	(a) 1 UE
	(b) 6 UEs
	(c) 8 UEs


Figure 2.2-2 BLER based on L2S mapping vs evaluated BLER, mMTC scenario, CP-OFDM, RCE, 6 RBs, TBS = 40 bytes, TDL-C 300 ns
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2.3. Link-to-system mapping for EPA-hybrid IC and MMSE-Hard IC receiver
2.3.1. PHY abstraction method
· Step 1: Calculation of post-processing (pp)-SINR
Let  denote the receiver antenna number and be the signature of the  user. The UL transmission model with N non-orthogonal users of the kth RE group (each group contains  REs, where  is the spreading factor, i.e. for spreading-based NOMA transmission schemes, ; for other NOMA transmission schemes, ) is as below:
                                      (1)
where  is a  received symbol vector and  is a  vector of transmitted symbols.  denotes the effect channel of the  user, taking into account both channel realizations and MA signatures such that where   denotes the component-wise multiplication, and therefore .  represents the AWGN noise plus inter-cell interference vector with covariance matrix . 
The post-processing pp-SINR of the kth RE group with perfect interference cancellation (PIC) bound for the  user/data layer is as follows
.                                                     (2)
· Step 2: Effective SINR mapping 
The effective SNR can be obtained by using the pp-SINRs and the curve fitting parameter α and , as following
                                          (3)
[bookmark: OLE_LINK103]where f(∙) is the model specific function, which can be e.g. Shannon capacity formula, Received bit mutual information rate (RBIR), etc., and f-1(∙) is its inverse. The curve fitting parameters  represents the slope bias between multi-user and single-user performance, while  represents the SNR loss from the multi-user to single-user performance. Generally, when the multiplexed UE number is not very large, only the fitting parameter  is required, i.e. . The effective SNR mapping formula in this case can be rewritten as below, which is the one as agreed and captured in TR 38.802
                                        (4)
The fitting parameter(s)  and should be chosen to minimize the mean square errors (MSE) between the BLERs derived from real multi-user UL LLS evaluation and the ones from the PHY abstraction prediction, under given number of active users and given MCSs. 
· Step 3: Lookup AWGN table 
Get the BLER value by looking up the SISO AWGN link performance table with the derived effective SINR value in step 2 as the input.

2.3.2. Validation results
1) Equal SNR
The BLER performance comparisons between real UL LLS evaluation based on realistic channel estimation and the BLER based on the described PHY abstraction method are shown in Figures 1 – 9 for different NOMA schemes, TB size and active users. The best fitting parameters , , and the corresponding MSE are given in Tables 1 – 3.
It should be noted that, the best fitting parameter(s)  and  given in Tables 1 – 3 may vary with each company’s simulation platform. Therefore, each company may optimize the fitting parameters  and  based on their own implementation of the simulation platform.
In addition, it is noted that realistic channel estimation error has already been considered in the PHY abstraction since the real LLS with realistic channel estimation is used. Therefore, channel estimation error does not need to be remodeled in SLS.
Table 2.3-1 TB size-20 Bytes
	
	UE number
	2
	4
	6
	8
	10
	12
	14
	16
	18

	SCMA
	[bookmark: _Hlk525629211]
	0
	0
	0
	0
	0
	0
	0.5
	0.5
	0.5

	
	
	0.82
	0.8
	0.74
	0.72
	0.66
	0.6
	0.56
	0.52
	0.46

	
	MSE
	0.0007
	0.0001
	0.0001
	0.001
	0.002
	0.0057
	0.002
	0.0047
	0.005

	MUSA
	
	0
	0
	0
	0
	0
	0
	0.5
	0.5
	0.5

	
	
	0.84
	0.8
	0.76
	0.72
	0.68
	0.62
	0.58
	0.51
	0.44

	
	MSE
	0.0007
	0.0001
	0.0001
	0.001
	0.002
	0.0057
	0.002
	0.0047
	0.01

	LCRS
	
	0
	0
	0
	0
	0
	0
	0.5
	0.5
	0.5

	
	
	0.86
	0.82
	0.76
	0.72
	0.68
	0.62
	0.58
	0.5
	0.43

	
	MSE
	0.0007
	0.0001
	0.0001
	0.001
	0.002
	0.0057
	0.002
	0.0047
	0.01


Table 2.3-2 TB size-40 Bytes
	
	UE number
	2
	4
	6
	8
	10

	SCMA
	
	0
	0
	0
	0
	0.5

	
	
	0.86
	0.78
	0.72
	0.62
	0.34

	
	MSE
	0.0004
	0.0001
	0.0019
	0.007
	0.0045

	MUSA
	
	0
	0
	0
	0.5
	0.5

	
	
	0.86
	0.78
	0.72
	0.42
	0.3

	
	MSE
	0.0002
	0.0014
	0.0038
	0.009
	0.0038

	LCRS
	
	0
	0
	0
	0.5
	0.5

	
	
	0.86
	0.8
	0.74
	0.4
	0.26

	
	MSE
	0.0001
	0.0007
	0.0043
	0.008
	0.0022


Table 2.3-3 TB size-60 Bytes
	
	UE number
	2
	4
	6

	SCMA
	
	0
	0
	0.25

	
	
	0.86
	0.76
	0.38

	
	MSE
	0.0004
	0.0038
	0.0065

	MUSA
	
	0
	0
	0.25

	
	
	0.82
	0.7
	0.32

	
	MSE
	0.0005
	0.001
	0.002

	LCRS
	
	0
	0
	0.25

	
	
	0.86
	0.76
	0.38

	
	MSE
	0.0003
	0.0031
	0.006
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Figure 2.3-1 TB size=20 Bytes, SCMA, EPA- hybrid IC receiver
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Figure 2.3-2 TB size=20 Bytes, MUSA, MMSE-Hard IC receiver
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Figure 2.3-3 TB size=20 Bytes, LCRS, EPA- hybrid IC receiver
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Figure 2.3-4 TB size=40 Bytes, SCMA, EPA- hybrid IC receiver
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Figure 2.3-5 TB size=40 Bytes, MUSA, MMSE-Hard IC receiver
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Figure 2.3-6 TB size=40 Bytes, LCRS, EPA- hybrid IC receiver
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Figure 2.3-7 TB size=60 Bytes, SCMA, EPA- hybrid IC receiver
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Figure 2.3-8 TB size=60 Bytes, MUSA, MMSE-Hard IC receiver
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Figure 2.3-9 TB size=60 Bytes, LCRS, EPA- hybrid IC receiver

2) Unequal SNR
With unequal SNR of different SNR variations, the BLER performance comparisons between real UL LLS evaluation with realistic channel estimation and the BLER obtained from the described PHY abstraction method for different TBSs are shown in Figure 10, Figure 11 and Figure 12 respectively.
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Figure 2.3-10 TB size=20 Bytes, SCMA
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Figure 2.3-11 TB size=20 Bytes, SCMA, Gaussian, 5dB
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Figure 2.3-12 TB size=60 Bytes, SCMA, Gaussian, 4dB
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3. Conclusons
Proposal 1: 
· Capture the link-to-system mapping methods to the Annex of TR38.812.
· Additional physical layer abstraction modeling, based on the procedures used to handle/mitigate collision, to be described by proponent companies.

Proposal 1a:
· Capture the link-to-system mapping methods to the Annex of TR38.812, except section 2.1.3.


Agreements:
· [bookmark: _GoBack]Capture the link-to-system mapping methods from the latest version sent by Li to the Annex of TR38.812, except section 2.1.3.
· The text in section 2.1.3 from the latest version sent by Li is agreed in principle
· Further refine the text in RAN1#95
· Further discuss whether or not to capture it in the TP in RAN1#95.
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