Page 1
3GPP TSG RAN WG1 Meeting #94bis		                                                            R1-1810760
Chengdu, China, October 8th – 12th, 2018

Source:	Intel Corporation
Title:	NOMA receiver structure and complexity analysis 
Agenda item:		7.2.1.2										
Document for:	Discussion and Decision
[bookmark: _Ref506539118]Introduction
At the RAN1#94 meeting, the following agreements were made with regard to the receiver complexity analysis for NOMA [1]:
Agreements:
· The following table for computation complexity analysis of the receiver as the starting point, entries can be updated till RAN1#94bis. 
Table I	 Template of Receiver Computation Complexity breakup 
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	



· The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
· If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
· Companies may provide the impact factor
· The impact factor is for each cell 
· The rows in the above table are subject to potential re-finement, e.g., adding new row(s), merge some rows, etc.
· Note: the numbers may or may not be a function of UL waveform
· FFS whether or not to add row(s) for memory blocks
[bookmark: _GoBack]In this contribution, we provide detailed complexity analysis for MMSE-IC based receiver. We also present detailed receiver structure for NOMA with advanced channel estimation algorithm in Appendix.   
Complexity analysis
Computational complexity is one of the most important comparison metrics for receiver especially for NOMA study since different advanced receiver is used for different NOMA transmission schemes. At the RAN1#94 meeting, component based analysis was agreed and the template for complexity comparison of different receiver algorithms was considered as a starting point [1]. In this section, we provide complexity analysis for MMSE-IC based receiver. More specifically, two types of MMSE-IC based receivers are considered in the analysis as follows. Detailed diagram of each receivers are listed in Appendix.
· Baseline MMSE-SIC: As shown in Figure 3, baseline MMSE-SIC receiver is based on successive interference cancellation with SNR ranking. Further, receiver stops decoding trials when the decoding of any user is failed.  
· MMSE with Modified SIC (MIC): As shown in Figure 4, MMSE-MIC is based on successive interference cancellation with SNR ranking. Compared to baseline MMSE-SIC receiver, even when the decoding of any user (UE1) is failed, receiver continues decoding trials for users whose SNR is lower than UE1. If any user is decoded successfully, interference cancellation is employed and another iteration is performed based on SNR ranking. Iteration continues until all users are decoded successfully or any of the users is not decoded successfully inside one iteration.
Complexity analysis for each component
As shown in Figure 1, NOMA receiver structure includes detector, decoder, and IC related blocks [2]. 
[image: ]
[bookmark: _Ref525203438]Figure 1. General NOMA Receiver diagram

The complexity analysis for each component at the receiver is described in details as follows. Note that the following parameters are used in the complexity analysis. 
· : the number of UEs
· : the number of REs for data
· : the total number of REs for DMRS
· : the total number of DMRS APs
· : the number of REs for DMRS used for channel estimation. 
· : the number of Rx antennas
· : the number of adjacent REs which the same demodulation weights are applied.
· : the spreading factor 
· : the modulation order
· : the number of encoded bits
· : the number of information bits.
· : the number of iterations for LDPC decoding
· : the number of iterations for IC based receiver
· : the number of UE which was successfully decoded. 
· : the mean density of “1” per row of LDPC matrix
·  is the mean density of “1” per column of LDPC matrix

Detector block
For MMSE-IC based receiver, detector block includes UE detection, channel estimation, MMSE equalizer, UE ordering and LLR generation.  Table 1 illustrates complexity analysis for detector block. 
[bookmark: _Ref525203473][bookmark: _Ref525203467]Table 1. Complexity analysis for detector block
	Module
	Complexity
	Note

	UE detection
	
	Energy detection on DMRS symbol

	Channel estimation 
	
	2-D MMSE channel estimation and the interpolation filter coefficient is stored in a look up table (LUT). Note that depending on UE implementation, actual number of DMRS REs used for channel estimation can be much less than total number of DMRS REs. 

	Covariance matrix and demodulation weight calculation
	
	MMSE equalizer weight can be given as

This is for LCRS scheme without spreading. Note that depending on channel condition, same demodulation weights may be applied for adjacent REs. 

	
	
	This is for spreading based NOMA scheme [3]. Depending on channel condition, same demodulation weights may be applied for adjacent REs.

	Demodulation
	
	Equalization and demodulation can be performed as . Note that y is updated for each iteration after interference cancellation. In addition, scaling factor (post SINR) is applied prior to LLR generation 

	UE ordering
	
	SNR ranking 

	LLR generation
	
	For each iteration, LLR generation is performed prior to LDPC decoding 



Decoder block
For LDPC decoding, decoder operation count per iteration is summarized in Table 2 [4]. 
[bookmark: _Ref525040751]Table 2. Decoder operations count per iteration for LDPC codes
	LDPC codes
	Optimal decoding
	Sub-optimal decoding

	Schedule + Kernel
	LBP + ideal kernel
	LBP + Min-Sum + Offset

	For check node processing
	A : 
LUT : 
	A : 
C : 

	For variable node processing
	A : 
	A : 

	Costs
	A: Addition(1)
	
	

	
	C: Comparison(1)
	
	

	
	LUT(6)
	
	



For sub-optimal decoding with offset min-sum, total complexity of LDPC decoding can be given as follows:
· Addition: 
· Comparison: 

Interference cancellation block
Interference cancellation block mainly includes LDPC encoding, symbol reconstruction and interference cancellation. Table 3 illustrates complexity analysis for interference cancellation block. 
[bookmark: _Ref525201684]Table 3. Complexity analysis for interference cancellation block
	Module
	Complexity
	Note

	LDPC encoding
	Buffer shifting: 
Addition: 
	Efficient LDPC encoding implementation was discussed in [5]. 

	Symbol reconstruction 
	
	Modulation and symbol reconstruction based on estimated channel coefficient. 

	Interference cancellation
	
	Subtraction of reconstructed signal from received signal. 



Average number of decoding attempts
Given the fact that the receiver is generally performed by an iterative manner, the number of iterations needs to be considered for overall complexity analysis. Figure 2 illustrates performance comparison and CDF of average number of decoding attempts between MMSE-SIC and MMSE-MIC receivers for different types of MMSE-IC based receiver. 
From the figure, it can be observed that for the MMSE-IC based receiver, the actual number of iterations is not fixed and can be different case by case. For instance, it may depend on the SNR value, channel condition or the number of UEs. Further, the number of iterations for MMSE-MIC receiver is larger than that for MMSE-SIC receiver, but provides better performance. It is primarily due to the fact that MMSE-MIC receiver can allow more decoding opportunities for UEs with lower SNR even when higher SNR users are not decoded successfully.

	[image: ]
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	BLER vs SNR
	Averaged number of decoding attempts


[bookmark: _Ref521602304]Figure 2. Performance comparison of receivers: Basic SIC vs Modified SIC vs PIC

Note that in the worst case scenario, maximum number of iterations for baseline MMSE SIC receiver is  when all UEs are decoded successfully. For modified MMSE-SIC receiver, given that it allows at least one decoding opportunity for each UE, the minimum number of iterations is  . Further, the maximum number of iterations for modified MMSE-SIC receiver can be  only when one UE with lowest SNR is decoded successfully in each iteration, which would rarely happen in practice. Table 4 summarizes the minimum, maximum and average number of iterations for MMSE IC based receiver. 
[bookmark: _Ref525300710]Table 4. The number of iterations for MMSE IC based receiver
	MMSE IC receiver
	Minimum
	Maximum
	Average

	Baseline MMSE-SIC receiver
	1
	
	

	Modified MMSE-SIC receiver
	
	
	



Observation 1:
· Baseline MMSE-SIC receiver shows higher BLER compared to modified MMSE-SIC receiver. 
· Modified MMSE-SIC receiver shows comparable BLER performance with MMSE-PIC while it needs much less decoding trials than MMSE-PIC receiver. 

Overall receiver complexity
Table 5 illustrates the overall receiver complexity for baseline and modified MMSE-SIC based receiver. 
[bookmark: _Ref525034008]Table 5. Overall receiver complexity
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	MMSE-IC based receiver

	Detector

	UE detection 
	

	
	Channel estimation
	

	
	Rx combining, if any
	N/A

	
	Covariance matrix calculation, if any
	Combined with demodulation weight calculation

	
	Demodulation weight computation, if any
	for LCRS scheme without spreading

	
	
	for spreading based NOMA scheme

	
	UE ordering, if any
	

	
	Demodulation, if any
	

	
	Soft information generation, if any
	

	
	Soft symbol reconstruction, if any
	N/A

	
	Message passing, if any
	N/A

	
	Others
	N/A

	Decoder
	LDPC decoding
	· Addition: 
· Comparison: 

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	

	
	LLR to probability conversion, if any
	N/A

	
	Interference cancellation
	

	
	LDPC encoding, if any
	· Buffer shifting: 
· Addition: 

	
	Others
	N/A



Proposal 1:
· Capture the Table 5 for complexity analysis of MMSE IC based receiver in TR38.812.

Conclusions
In this contribution, we provided detailed complexity analysis for MMSE-IC based receiver. Based on the discussions presented, we summarize our views through the following proposals:
Observation 1:
· Baseline MMSE-SIC receiver shows higher BLER compared to modified MMSE-SIC receiver. 
· Modified MMSE-SIC receiver shows comparable BLER performance with MMSE-PIC while it needs much less decoding trials than MMSE-PIC receiver. 
Proposal 1:
· Capture the Table 5 for complexity analysis of MMSE IC based receiver in TR38.812.
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Appendix A: IC based receiver structures
A. MMSE-SIC receiver
[image: ]
[bookmark: _Ref525042810]Figure 3. Baseline SIC receiver


B. MMSE-Modified IC (MIC) receiver
[image: ]
[bookmark: _Ref510775645]Figure 4. Modified SIC receiver

Appendix B: Detailed receiver algorithm for LCRS
In this section, we provide detailed description of receiver structure that can be properly used for our proposed LCRS scheme [6], i.e., MMSE-IC receiver. Note that in the algorithm description, it is assumed that the receiver has a prior knowledge on the number of actual transmitted UEs and channel configuration of the corresponding UEs, e.g., UE ID, DMRS configuration, and etc.
B.1 MMSE-IC receiver with baseline channel estimation
As mentioned above, MMSE-IC receiver can be employed for our proposed LCRS transmission scheme. Figure 5 illustrates the general structure for MMSE-IC receiver with baseline channel estimation algorithm.


[bookmark: _Ref506039585]Figure 5. MMSE-IC receiver algorithm for LCRS with baseline channel estimation
The detailed receiver procedure is described as follows:
· Step-1: Channel estimation algorithm is applied for each UE.
· Step-2: Receiver creates a set of non-decoded UEs, where i – is an internal index for non-decoded UE. Set the i value to 1.
· Step-3: If size of non-decoded UE set is zero or index i exceeds the size of non-decoded UE set, algorithm terminates its operation, otherwise using total received signal - ytotal, the receiver applies MMSE-IRC equalization procedure [7] for the non-decoded transmission from ith user, where interference covariance matrix is calculated according to Figure 6.


[bookmark: _Ref506037978]Figure 6. Receiver equalizer design
where Hesttotal – set of channel estimations for each user, Hesti –channel estimations for ith user, σn – noise power, RI+N – covariance matrix of interference and noise and WMMSEi – MMSE receiver weights for ith user.
· This step realizes the user separation based on their respective channels, via use of user-specific DM-RS. The receiver uses all non-decoded interfering UEs to calculate interference covariance matrix for each non-decoded user i, that is used for the calculation of the equalization weights.
· Step-4: Set of equalized symbols xrxi is fed into de-mapper and decoder sequentially.
· Step-5: The receiver checks CRC for the transmission of ith user. If CRC check fails, then the algorithm goes back to Step-3, with incremented i value and attempts to decode the transmissions of other non-decoded users. Otherwise, the algorithm goes to Step-6.
· Step-6: If CRC check succeeds, the algorithm reconstructs transmitted symbols xtx from the successfully decoded signals, by applying encoder, modulator procedures.
· Step-7: Utilizing the output of the channel estimation for ith user, the receiver reconstructs received signal – yesti.
· Step-8: This step performs the subtraction of reconstructed signal from total received signal. After subtraction of reconstructed signal, receiver goes to Step-2.

B.2 MMSE-IC receiver with enhanced IC-based channel estimation
To further improve the channel estimation performance, an iterative channel estimation algorithm with data-aided interference cancellation can be employed for MMSE-IC receiver. In particular, this advanced channel estimation algorithm utilizes iterative interference cancellation operation in a data-aided manner in DMRS symbol. Figure 7 illustrates the general structure for MMSE-IC receiver with enhanced IC-based channel estimation algorithm.


[bookmark: _Ref506042307]Figure 7. MMSE-IC receiver design for LCRS with enhanced channel estimation
The detailed receiver procedure is described as follows:
· Step-1: Perform initial IC-based channel estimation procedure given in Section 2.3 assuming no successfully decoded data available (no data-aid CE)
· Step-2: Receiver creates a set of non-decoded UEs, where i – is an internal index for non-decoded UE. Set the i value to 1. In addition, receiver creates set of decoded UEs.
· Step-3: If size of non-decoded UE set is zero or index i exceeds the size of non-decoded UE set, algorithm terminates its operation. Otherwise the receiver applies MMSE-IRC equalization procedure for the non-decoded transmission from ith user using total received signal - ytotal.
· Step-4: Set of equalized symbols xrxi is fed into de-mapper and decoder sequentially.
· Step-5: The receiver checks CRC for the transmission of ith user. If CRC check fails, then the algorithm goes back to Step-3, with incremented i value and attempts to decode the transmissions of other non-decoded user. Otherwise, the algorithm goes to Step-6.
· Step-6: If CRC check succeeds, the algorithm reconstructs transmitted symbols xtx from the successfully decoded signals, by applying encoder, modulator procedures.
· Step-7: Utilizing the reconstructed transmitted symbols xtx, the enhanced channel estimator can be used as given in section 2.3
· Step-8: Utilizing the updated channel estimations, the receiver reconstructs received signal from current UE and all previous decoded UEs (optional) with updated channel estimation.
· Step-9: (Optional) This step performs the adjustment of reconstructed signal from the previous decoded UEs by using updated channel estimates. 
· Step-10: This step performs the subtraction of reconstructed signals from total received signal. After subtraction of reconstructed signal, receiver goes to Step-2.

B.3 Enhanced IC-based channel estimation
Figure 8 illustrates the detailed structure of data-aided IC based channel estimation algorithm. 


[bookmark: _Ref513467514]Figure 8. Structure of IC-based channel estimation
The detailed data-aided IC based channel estimation algorithm is described as follows:
· Step-1: Perform LS channel estimation on each REs of DM-RS
· If there are available data symbols which has been successfully decoded for some users, decoded data symbols can be considered as additional DM-RS (data-aided). 
· Step-2: Apply Wiener filter for channel estimation: Wiener filtering is applied through multiple PRBs and multiple symbols. (2-dimensional)
· If there are available data symbols which has been successfully decoded for some users, both DM-RS and data can be used for the filtering. Otherwise, only DM-RS part is used.
· Step-3: Reconstruct the received signals of DM-RS by multiplying filtered estimates (output of the filter) to the defined DMRS sequence
· Step-4: Apply IC procedure by subtracting reconstructed signals of other users from the original received signal in DMRS part
· Step-5: Steps 1-4 are repeated for fixed number of iterations. (e.g., 4 iterations)
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