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Introduction
[bookmark: _Hlk510705081]The four following use cases have been agreed as a starting point for selection in [1] for URLLC system-level performance evaluation: Transport Industry, Power Distribution, Factory Automation, and Rel-15 enabled use case (e.g. AR/VR). Some detailed simulation assumptions were agreed in the email discussion [94-NR-06], and it was also raised the need for providing simulation results in RAN1 #94-bis meeting.
	Use case
(Clause #)
	Reliability (%)
	Latency (ms)
	# of UEs
(per cell)
	Data packet size and traffic model
	Description 

	Transport Industry
(22.186: 5.5)
	[99.999]
	[5] (end to end latency)
	[30]

	DL: [TBD] byte; ftp model 3 with arrival interval [TBD] s
UL: [TBD] byte; Periodic with arrival interval [TBD] s 
	Remote driving 


	Power distribution
(22.804:5.6.4 &5.6.6)
	99.9999
	5(end to end latency)
	8
	[80] byte 
ftp model 3 with arrival interval 100ms
	Power distribution grid fault and outage management 

	
	[99.999] 
	15(end to end latency)
	8
	250 byte 
Periodic and deterministic with arrival interval 0.833 ms
	Differential protection

	Factory automation
(22.804: 5.3.2)
	99.9999
	[2](end to end latency)
	 [4, 40]
	20 byte, 50 byte
Periodic and deterministic traffic model
	Motion control

	Rel-15 enabled use case (e.g. AR/VR)
	99.999 
	[1ms] (air interface delay)
	1, 5, 10, 20
	[32, 256] bytes 
FTP model 2/3 or periodic with different arrival rates
	Companies report the combination of the requirement 



In this contribution, we present preliminary simulation results for the Factory automation (Section 2) and Power Distribution (Section 3) use cases for the downlink direction. Detailed simulation assumptions can be found in Appendix A and B. 
Factory automation use case
Within the factory automation umbrella of use cases, motion control has been selected as it is among the most challenging and demanding closed-loop control applications in industry [2]. The end-to-end (E2E) latency requirement is 2 ms, with the assumption of 1 ms RAN delay and 1 ms CN delay. Such E2E latency needs to be guaranteed with 99.9999% reliability. 
Detailed simulation assumptions are described in Appendix A. The adopted network layout corresponds to the indoor open office scenario, where 12 cells are deployed with 20 meter inter-site distance (ISD) in a 120 m x 50 m area. The Indoor Hotspot (InH) channel model as defined in TR 38.900 is applied, and the carrier bandwidth is 40 MHz at the 4 GHz frequency band. The physical layer configuration consists of 30 kHz subcarrier spacing and 2 OFDM symbol mini-slot (duration 71.4 µs) transmissions. The reported latency performance includes UE and gNB processing delays for both initial transmission and HARQ retransmissions as described in [3]. Simulation results are presented with both 4 UEs and 25 UEs per cell, and periodic and random (FTP3) downlink traffic models. The payload size is 50 bytes.
One-way downlink latency with FTP3 traffic
Figure 1 shows the CCDF (complementary cumulative distribution function) of the one-way RAN latency for 4 UEs per cell, and 1 and 2 ms mean arrival interval. The achieved latency performance varies between 0.33 and 0.4 ms depending on the offset between the payload arrival times and the start time of the mini-slots (i.e. frame alignment delay). As the offered load per cell is relatively low (1.6 Mbps and 0.8 Mbps for 1 and 2 ms mean arrival interval, respectively), very low latency (0.4 ms) is achieved even when looking at the 10-6-th percentile of the distribution. The obtained performance is summarized in Table 1, where it is shown that 100% of the deployed UEs fulfil the corresponding requirements for the two considered load conditions.
Observation 1: A latency of ~0.4 ms with 99.9999% reliability is achieved for factory automation scenarios, assuming  4 UEs per cell and mean arrival-times as short as 1 ms. The latency and reliability are requirements of 1 ms and 99.9999% are therefore fulfilled for the deployed UEs. 
[image: ]
[bookmark: _Ref525141690]Figure 1: Empirical latency distribution for 4 UEs per cell and different traffic loads. The CCDF comprises latency samples obtained from all the simulated UEs.

[bookmark: _Ref525141706][bookmark: _Ref525141701]Table 1: Summary of performance for the Factory Automation scenario. 4 UEs per cell. FTP3 traffic.
	Inter-arrival time (offered load per cell)
	PRB utilization [%] 
	[%] UEs in outage*

	2 ms (0.8 Mbps)
	1.1%
	0%

	1 ms (1.6 Mbps)
	2.2%
	0%

	*Percentage of UEs that do not fulfil the requirements for factory automation. Reliability per UE is measured at the 99.99%-th percentile due to limited number of samples.



Figure 2 (left) shows the CCDF of the one-way RAN latency for 25 UEs per cell, and 1, 2 and 5 ms mean inter-arrival time. As compared to the performance results in Figure 1, the higher offered load increases the HARQ retransmission rate and thus increases the latency. Nevertheless, all the simulated UEs fulfill the 1 ms latency requirement as can be also observed in the per-UE latency distribution in Figure 2 (right). The obtained performance and corresponding resource utilization are summarized inTable 2. 
Observation 2: Latency and reliability requirements for factory automation can be fulfilled for 25 UEs per cell and mean arrival-times as short as 1 ms. Evaluations with higher offered load are required to understand the URLLC capacity of the system.
[image: ]    [image: ]
[bookmark: _Ref525141778]Figure 2: Left: Empirical latency distribution for 3 different offered loads of FTP3 traffic and 25 UEs per cell. Right: Empirical distribution per simulated UE (one curve per UE) for 1 ms inter-arrival time.
      
[bookmark: _Ref525141809][bookmark: _Hlk525141228]Table 2: Summary of performance for the Factory Automation scenario. 25 UEs per cell. FTP3 traffic.
	Inter-arrival time (offered load per cell)
	PRB utilization [%] 
	[%] UEs in outage*

	5 ms (2 Mbps)
	2.8%
	0%

	2 ms (5 Mbps)
	6.9%
	0%

	1 ms (10 Mbps)
	13.8%
	0%

	*Percentage of UEs that do not fulfil the requirements for factory automation. Reliability per UE is measured at the 99.99%-th percentile due to limited number of samples.



One-way downlink latency with periodic traffic
Figure 3 shows the CCDF of the one-way RAN latency for 25 UEs per cell, and 1, 2 and 5 ms traffic periodicity. The time offset of the packet generation interval is fully random across UEs. The 1 ms latency and 99.9999% reliability requirements are fulfilled for traffic periodicities of 2 or 5 ms. The requirements are no longer fulfilled when reducing the traffic periodicity to 1 ms, as some of the UEs start to experience a second HARQ retransmission which exceeds the 1 ms latency budget (Figure 3, right). The obtained performance and corresponding resource utilization is summarized in Table 3, where it is shown that approximately 1.1% of the UEs do not fulfil the requirements.
Observation 3: For periodic industrial traffic, latency and reliability requirements for factory automation can be fulfilled for 25 UEs per cell and traffic periodicity of 2 ms assuming random offset between each UE’s transmission. A 1.1% outage is observed when increasing the traffic periodicity to 1 ms.



[image: ]   [image: ]
[bookmark: _Ref525216612]Figure 3: Left: Empirical latency distribution for 3 different offered loads of periodic traffic and 25 UEs per cell. Right: Empirical distribution per simulated UE (one curve per UE) for 1 ms traffic periodicity.

[bookmark: _Ref525218093]Table 3: Summary of performance for the Factory Automation scenario. 25 UEs per cell. Periodic traffic.
	Traffic periodicity (offered load per cell)
	PRB utilization [%] 
	[%] UEs in outage*

	5 ms (2 Mbps)
	2.7%
	0%

	2 ms (5 Mbps)
	6.9%
	0%

	1 ms (10 Mbps)
	14%
	1.1%

	*Percentage of UEs that do not fulfil the requirements for Power Distribution. Reliability per UE is measured at the 99.99%-th percentile due to limited number of samples.



Power distribution use case
This Section presents the performance results for the Power distribution grid fault and outage management use case, where critical sporadic messages need to be delivered from one UE to another UE (i.e. peer-to-peer communications) with an end-to-end latency of less than 5 ms and 99.999% reliability. The assumed CN delay is 3 ms and thus the available one-way RAN latency budget is (5 - 3)/2 = 1 ms. Similarly to the performance results presented in Section 2, we focus on the downlink direction.
Detailed simulation assumptions are described in Appendix B. The adopted network layout corresponds to the Urban macro (UMa), where 21 cells are deployed with 500 meter inter-site distance (ISD). Cells operate with a 40 MHz carrier bandwidth at the 4 GHz frequency band. A total of 168 UEs are uniformly distributed in the network area in outdoor locations (8 UEs per cell), and each UE is configured with unidirectional FTP3 downlink traffic with 80 byte payload size and inter-arrival time of 1 and 2 ms.
Figure 4 shows the accumulated CCDF of the URLLC downlink latency for 1 and 2 ms inter-arrival time, as well as the latency per UE for 1 ms inter-arrival time. Similar to the Factory Automation scenario, very low latency is generally achieved as a consequence of the relatively low load in the system. The 1 ms latency target is fulfilled for all the deployed UEs as summarized in Table 4. 
Observation 4: Latency and reliability requirements for Power Distribution use cases are fulfilled for 8 UEs per cell and mean arrival-times as short as 1 ms. Evaluations with higher offered load are required to understand the URLLC capacity of the system.
[image: ]     [image: ]
[bookmark: _Ref525141832]Figure 4: Left: Empirical latency distribution for 2 different offered loads of FTP3 traffic. Right: Empirical distribution per simulated UE (one curve per UE) for 1 ms inter-arrival time.

[bookmark: _Ref525141846]Table 4: Summary of performance for the Power Distribution scenario.
	Inter-arrival time (offered load per cell)
	PRB utilization [%] 
	[%] UEs in outage*

	2 ms (2.56 Mbps)
	2.5%
	0%

	1 ms (5.12 Mbps)
	5.0%
	0%

	*Percentage of UEs that do not fulfil the requirements for Power Distribution. Reliability per UE is measured at the 99.99%-th percentile due to limited number of samples.



Conclusion
In this contribution we have presented system-level simulation results of the downlink and reliability performance for Factory Automation and Power Distribution scenarios. The main findings are summarized with the following observations:
Observation 1: A latency of ~0.4 ms with 99.9999% reliability is achieved for factory automation scenarios, assuming  4 UEs per cell and mean arrival-times as short as 1 ms. The latency and reliability are requirements of 1 ms and 99.9999% are therefore fulfilled for the deployed UEs. 
Observation 2: Latency and reliability requirements for factory automation can be fulfilled for 25 UEs per cell and mean arrival-times as short as 1 ms. Evaluations with higher offered load are required to understand the URLLC capacity of the system.
Observation 3: For periodic industrial traffic, latency and reliability requirements for factory automation can be fulfilled for 25 UEs per cell and traffic periodicity of 2 ms assuming random offset between each UE’s transmission. A 1.1% outage is observed when increasing the traffic periodicity to 1 ms.
Observation 4: Latency and reliability requirements for Power Distribution use cases are fulfilled for 8 UEs per cell and mean arrival-times as short as 1 ms. Evaluations with higher offered load are required to understand the URLLC capacity of the system.
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Appendix A – Simulation assumptions for factory automation scenario
Table 4: System-level simulation assumptions for factory automation scenario.
	Parameter
	Value

	Network layout
	3GPP Indoor Open Office scenario; Indoor Hotspot (InH) propagation; 
12 cells in 50 m x 120 m area and 20 m inter-site distance

	Carrier bandwidth
	40 MHz @4 GHz; FDD duplexing

	Total transmit power
	27 dBm

	BS Antenna configuration 
	4 Tx antenna ports
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1); 
dH = 0.5λ, dV = 0.8λ; 

	BS antenna height
	3 m

	BS antenna gain
	0 dBi

	UE antenna configuration 
	4 Rx antenna ports 
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5 

	UE antenna height 
	1.5m

	UE antenna gain 
	0dBi

	UE receiver noise figure 
	9 dB 

	UE Receiver
	MMSE-IRC; Single-stream transmission

	Physical layer config.
	30 kHz subcarrier spacing. 12 subcarriers (360 kHz) per PRB. 

	TTI size
	2 OFDM symbols (71.4 µs)

	MCS
	QPSK to 64QAM with same coding rates as in LTE

	Link adaptation
	Dinamic link adaptation for both control and data channels.
Outer-loop link adaptation targeting 0.1% (10-3) BLER. 
Average control channel overhead of 20%

	HARQ 
	Asynchronous HARQ with min. 16 OFDM symbols RTT and Chase-combining

	CSI
	CQI and PMI, reported every 5 ms; 2 ms processing delay at gNB. Subband size of 8 PRBs

	UE deployment
	100% indoor randomly and uniformly distributed over the area; 3 km/h semi-static mobility

	Traffic model
	[4, 25] UEs per cell uniformly distributed in the indoor area.
Traffic 1: FTP model 3 traffic with 50 Byte payload and 1, 2 and 5 ms inter-arrival time.
Traffic 2: Periodic traffic with 50 Byte payload and 1, 2 and 5 ms traffic periodicity; Random offset between UE’s packet transmission interval

	TB Processing times:
	According to [3]: 
[bookmark: _Hlk525824433]BS processing delay: 2.75 OFDM symbols
UE processing delay: 4.5 OFDM symbols
Frame alignment: uniform distribution between [0, 2] OFDM symbols 

	Other assumptions:
	G-factor in the [-6, 12] dB interval. Minimum RSRP of -85 dBm. No discarding of packets.



Appendix B – Simulation assumptions for power distribution scenario
Table 5: System-level simulation assumptions for power distribution scenario.
	Parameter
	Value

	Network layout
	3GPP Urban Macro (UMa) with 21 cells and 500 m inter-site distance

	Carrier bandwidth
	40 MHz @4 GHz; FDD duplexing

	Total transmit power
	49 dBm

	BS Antenna configuration 
	4 Tx antenna ports
(M, N, P, Mg, Ng) = (8, 8, 2, 1, 1); 
dH = 0.5λ, dV = 0.8λ; 

	BS antenna height
	25 m

	BS antenna gain
	8 dBi

	UE antenna configuration 
	4 Rx antenna ports
Panel model 1: Mg=1, Ng=1, P=2, dH=0.5 

	UE antenna height 
	1.5m

	UE antenna gain 
	0dBi

	UE receiver noise figure 
	9 dB 

	UE Receiver
	MMSE-IRC; Single-stream transmission

	Physical layer configuration
	30 kHz subcarrier spacing. 12 subcarriers (360 kHz) per PRB. 

	TTI size
	2 OFDM symbols (71.4 µs)

	MCS
	QPSK to 64QAM with same coding rates as in LTE

	Link adaptation
	Dinamic link adaptation for both control and data channels.
Outer-loop link adaptation targeting 0.1% (10-3) BLER. 
Average control channel overhead of 18%

	HARQ 
	Asynchronous HARQ with min. 16 OFDM symbols RTT and Chase-combining

	CSI
	CQI and PMI, reported every 5 ms; 2 ms processing delay at gNB. Subband size of 8 PRBs

	UE deployment
	100% outdoor randomly and uniformly distributed over the area; 3 km/h semi-static mobility

	Traffic model
	8 UEs per cell uniformly distributed in outdoor locations. FTP model 3 traffic with 80 Byte payload and 1 and 2 ms inter-arrival time.

	TB Processing times:
	According to [3]: 
BS processing delay: 2.75 OFDM symbols
UE processing delay: 4.5 OFDM symbols
Frame alignment: uniform distribution between [0, 2] OFDM symbols 

	Other assumptions:
	G-factor in the [-4.5, 25] dB interval. Minimum RSRP of -110 dBm. No discarding of packets.
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