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Introduction
The following is a revision of R1-1805540.
Aggressive Capability #2 Remaining Issues
We survey the aggressive (Capability #2) processing times submitted among contributions below from RAN1 #92b. Although the range of values may seem to be small, when one considers the relative overhead of these processing times with self-contained operation (e.g., K0/K1/K2=0 slot timing indications), the impact from the range of values can be quite large. For example, for 2.5 symbols, that represents 18% overhead of the slot, whereas 6 symbols represents 43% overhead.
Moreover, when one considers the processing time required to support HARQ within 1ms for URLLC, then it becomes even more important to reduce the processing time to give margin for the system to meet this requirement. Since URLLC evaluations in Rel-15 have focused on limited TBS, it seems reasonable to consider these lower processing times with some rexalation as far as further capabilities associated. Additionally, with concern for URLLC the additional processing times for 60kHz in FR1 were proposed by [Huawei, 8].
Finally, it was noted that the higher proposals for processing time at 15kHz will result in NR having worse RTT than LTE STTI. This is further motivation not to adopt the higher numbers this meeting.
Table 1. Survey of UE Processing Times (Capability #2) Submitted to RAN1 #92b
	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
(FR1 only)

	Front-loaded DMRS only
	N1
	Symbols
	[2.5-4], RAN1 #90b
2.5, QC[11]2, E[14]
3, SS[7]
4, MTK[3], HW[8], I[10]

	[2.5-6], RAN1 #90b
2.5, QC[11]2, E[14]
4, I[10]
5, MTK[3], SS[7]
6, HW[8]

	12, HW[8]

	Front-loaded + additional DMRS
	N1
	Symbols
	[12], RAN1 #90b
12, I[10], QC[11]
13, HW[8]
< 12 E[14]3

	[12], RAN1 #90b
12, MTK[3], SS[7], I[10], Q[11]
13, HW[8]
< 12 E[14] 3
	17, HW[8]

	Frequency-first RE-mapping
	N21
	Symbols
	[2.5-6], RAN1 #90b 
2.5, QC[11]2, E[14]
5, I[10]
5.5, SS[7], HW[8]
6, MTK[3]
	[2.5-6], RAN1 #90b
2.5, QC[11]2, E[14]
5, I[10]
5.5, SS[7]
6, MTK[3], HW[8]

	12, HW[8]


· 1If 1st symbol of PUSCH is data-only or FDM data with DMRS, then add 1 symbol to N2 in table.
· 2Qualcomm indicated range for discussion but still prefers smallest value.
· 3Ericsson communicated offline for a desire to have smaller N1 for distributed DMRS case.

Offline Conclusion:
At least for the following conditions below, the processing times listed in Table 2 have been considered as potential candidates for specification of Capability #2, although there has been no conclusion on the final value.
· Single numerology for PDCCH, PDSCH, and PUSCH and no UCI multiplexing
· Case 1-1: PDCCH monitoring on up to three OFDM symbols at the beginning of a slot
· PDSCH allocation with at least 7 symbols is supported
· One unicast PDSCH received and/or one unicast PUSCH transmitted within the same slot
· FFS: More than one PDSCH and/or PUSCH case
· Single CC
· FFS: CA case with and without cross-carrier scheduling
· For C-RNTI only
· FFS: also applicable to the cases when C-RNTI and with other broadcast RNTIs are processed simultaneously by the UE
· FFS: whether Capability #2 relaxation is applied dynamically depending on conditions
· Note: Companies are also encouraged to provide processing times for 60kHz (FR1)
· Note: Companies are also encouraged to provide conditions under which more aggressive processing times (within the range) could be enabled

Table 2. UE Processing Times for Capability #2
	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	[2.5-4]
	[2.5-6]

	Frequency-first RE-mapping
	N21
	Symbols
	[2.5-6]
	[2.5-6]


· 1If 1st symbol of PUSCH is data-only or FDM data with DMRS, then add 1 symbol to N2 in table.


Motivation for Introducing Further Conditions
It is important to provide a value in specification which provides the best system benefit. It is understandable that companies increase the value to provide feasibility, however there are actually two approaches worth considering when relaxing the requirements under which this time is maintained.
· Option 1: Select a larger processing time to benefit the worst-case peak workload
· Option 2: Select a smaller processing time but add constraints to reduce the peak workload

Let us consider these two options together in the downlink. First, we know that for a given SINR, the throughput approximately follows the relationship 

The proportionality reflects the effect from different overhead. The critical aspect for determining feasibility of processing time is the peak workload, since the UE receiver architecture must be budgeted for this case. Considering that this has an impact on the overhead for self-contained slots (i.e., such that K1=0), we then have an overall data rate for self-contained low-latency operation below.


where the overhead fraction depends on the N1 processing time (e.g., 4-symbol N1 with 1-symbol PUCCH would lead to ), and the 

Given this framework, we can then revisit the options and compare their performance tradeoffs.Option 1: worst-case
 
Option 2: best-case with workload-reduction
 


As an example, suppose that the worst case N1=6 at 30kHz from Table 2 is due to budgeting for rank-4, 256-QAM, and full BW of 272 RBs by 4 CCs. This option then corresponds to an overhead of 7/14 (processing + 1-symbol PUCCH), and we have peak rate for this option as 

Now suppose we take the best-case N1=2.5 at 30kHz from Table 2, but restrict the peak workload in this case to match the self-contained peak rate of option 1. That is, the peak-workload is reduced by the factor 7/11.5=0.61, which could e.g., be achieved by a rank restriction, and/or BW restriction, and/or a number of CC restriction, etc.
As a result, the data rates associated with the two options in this example becomesOption 1: (Example for 30kHz, N1=6)
 
Option 2: (Example for 30kHz, N1=2.5, peak-workload reduced by factor of 0.61 related to Option 1)
 


Note that this limitation is only imposed at the peak-workload. However, whenever the work-load is lower, the overhead term is the dominant term. Therefore, Option 2 actually has the same self-contained peak rate but achieves a higher data rate throughout other SINRs and is thus more efficient. This is illustrated in the figure below.

Figure 1. Illustration of Option 1 vs. 2 Tradeoffs

[bookmark: _GoBack]Similar arguments and analysis may be extended to N2.
Self-Contained (K1=0) Data Rate

Ideal	1	10	16.989700043360187	1	3.4594316186372978	5.6724253419714961	Option 1 (worst case latency)	1	10	16.989700043360187	1	1.7297158093186489	2.836212670985748	Option 2 (best latency, reduced peak-workload to 60% of Option 1)	1	10	16.989700043360187	1	2.8416759724520659	2.8416759724520659	SINR dB
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