3GPP TSG RAN WG1 Meeting #92bis 
R1-1805583
Sanya, China, April 16th – 20th, 2018
Agenda Item: 7.1.2.2.4
Source: MediaTek Inc.

Title:
Revised Summary 1 on Remaing issues on Beam Failure Recovery
Document for: Discussion
1. Introduction 

Based on the contributions submitted for RAN1#92bis meeting in AI 7.1.2.2.4, the following remaining issues are identified and related summaries are made in sections below.
Based on contribution review, the moderator makes the following suggestions:

Issues that may reach consensus relatively easily:

· Section 2.1**beamFailureRecoveryTimer
· Section 2.3.4**Multiple RSs in TCI-state of implicitly configured BFD set.
· Section 2.3.5**Editorial suggestion for BFD RS evaluation slot
· Section 2.4.1+**gNB response CORESET
· Section 2.4.2+*The relation between SearchSpace-BFR and CORESET-BFR
· Section 2.5.1+**qnew index determination
Issues that should be discussed offline with priority:

· Section 2.1.1*UE behaviour after successful/unsuccessful BFR
· Section 2.2
*Contention-based RACH for BFR
· Section 2.3.1+*CORESET#0 and CORESET-BFR for implicitly configured BFD set
· Section 2.3.2+*sQCL assumption for explicitly configured BFD set
· Section 2.3.3+*Beam failure indication interval
· Section 2.4.3*Spatial QCL assumption for CORESET-BFR and existing CORESET(s)
· Section 2.4.4*Additional CORESET(s) to be monitored during BFR
· Section 2.5.2*Candidate beam selection restriction
· Section 2.6*RAN2 LS (R1-1803522)
· Section 2.7 *BF monitoring after beam failure
Issues that should be discussed offline further:

· Section 2.3.6 BFD set q0 maintenance
· Section 2.4.6 UE behaviour of receiving re-configuration/re-activation for PDCCH TCI or BFD RS after starting recovery.
· Section 2.4.7 Alignment of timeline between PRACH transmission and the start of gNB’s response
· Section 2.8 Editorial clarification on 38.213
· Section 2.9 Beam failure recovery in CA case
· Section 2.10 PUCCH for BFR
2. Remaining issues
2.1. **beamFailureRecoveryTimer
Per RAN plenary ruling [20], beamFailureRecoveryTimer is to be further discussed in RAN2. If considered needed, LS should be sent to RAN2 for notification and for clarifying the behavior of timer. Many companies provides their views on the timer. A high-level question on whether the timer is needed or not, a contribution survey suggests the following:

· The need for beamFailureRecoveryTimer from RAN1 perspective:

· Yes

· HW, HiSilicon[2], QC[15], IDC[16], ZTE[5], Samsung[11], MTK[8], Intel
· No

· vivo[4], Ericsson[17], LGE[13]
In view of the clear majority on supporting the need of beamFailureRecoveryTimer, it is suggested to confirm the need.

Proposal 1: RAN1 confirm the need for beamFailureRecoveryTimer and send LS to RAN2.

	company
	comments

	LGE
	Disagree with Proposal 1. Sending above proposal to RAN2 wouldn’t help RAN2. We have to avoid a fractional proposal because our understanding of the RAN plenary’s agreement is that RAN1 have to provide exact UE behaviour w.r.t. BFR timer from CBRA perspective to RAN2 if RAN1 can further agree on the necessity of BFR timer from CBRA perspective.

Regarding the lastly mentioned issue above, from our view, the BFR timer is no longer needed since a UE can transmit CBRA if no CFRA satisfies Q_in threshold based on current TS38.321.

	
	


The behavior of beamFailureRecoveryTimer is discussed by some companies. The functionality of beamFailureRecovery remain similar as what was agreed in RAN1, with some proposals on how to extend consideration to CBRA BFR and to the UE behavior upon beamFailureRecoveryTimer expirty:

· RAN1 agreement on beamFailureRecoveryTimer is hold as it is
· HW, HiSilicon[2], QC[15], IDC[16], ZTE[5], MTK[8], Intel
· Introduce another timer for CBRA BFR purpose
· HW, HiSilicon[2], 
· Only one beam-failure-recovery-Timer is reused for contention based, contention free based recovery, or both if configured.

· Contention-free based recovery has higher priority than contention based one, if both configured for one UE; 
· ZTE[5]
· QC[15]: If either or both of contention free and contention based BFR are used, a single timer is used as in RAN1 agreement
· Slight modification to RAN1 agreement on beamFailureRecoveryTimer:

· Timer stops upon new beam identified

· Samsung[11]
· Clarification on UE behavior upon beamFailureRecoveryTimer expiry
· Unsuccessful BFR. signal higher layer as one condition for triggering RLF[5]
· UE stops attempting transmission on contention-free channel[11]
· Unsuccessful BFR based on contention-free PRACH. Signal higher layer as one condition for triggering RLF, or to start contention-based PRACH for BFR[8]
Proposal 2: RAN1 confirm the need for beamFailureRecoveryTimer. RAN1 agreement on beamFailureRecoveryTimer remains as it is. 
· Start beamFailureRecoveryTimer upon beam failure detection event declared by UE
· Stop beamFailureRecoveryTimer upon reception of gNB response for beam failure recovery request transmission
· From RAN1 perspective, contention-free PRACH-based beam failure recovery is considered unsuccessful when one of the following conditions is met
· Upon expiry of BeamFailureRecoveryTimer
· Upon reaching max. # of BFRQ transmissions
· Send LS to RAN2.
	company
	Comments

	LGE
	Similar comment as above. Proposal 2 wouldn’t help RAN2 specifying the BFR timer.

	
	


2.1.1. *UE behaviour after successful/unsuccessful BFR

Per RAN plenary ruling [20], RAN1 should also discuss UE behavior upon unsuccessful BFR due to  beamFailureRecoveryTimer, if RAN1 agrees to support it. In RAN1 NR AH1706, the following agreements were reached:
Agreements:
· In case of unsuccessful recovery from beam failure, UE sends an indication to higher layers, and refrains from further beam failure recovery

· Relationship between RLF and unsuccessful beam failure recovery indication (if any) e.g. whether beam failure recovery procedure influences or is influenced by the RLF event

The following proposals are made by companies:

· UE behavior after unsuccessful BFR
· After UE sends an indication to higher layers, UE does not need to continue monitoring BPLs and just wait for RLF declaration of higher layers [4]
· UE behavior after successful BFR
· RLF related timer (e.g., T310) is stopped upon reception of BFR success indication from PHY [15]
Per RAN1 agreement, an indication is sent to higher layer upon BFR failure. RAN1 should further discuss what’s potential use of the higher layer indication for higher layer. 

Proposal 3: Further offline discussion on the potential use of the higher layer indication triggered upon BFR failure.
2.2. *Contention-based RACH for BFR
While RAN2 has agreed to use contention-based RACH for BFR, in addition to contention-free PRACH, concerns have been raised by some companies that current CBRA BFR design is not complete from RAN1 perspective. 

Design for CBRA-based BFR may not be complete:

· How to determine a CBRA is for BFR or other purpose?[14]

 REF _Ref511394912 \n \h 
[8]
· Indicate “BFR” purpose over Msg 3[14]
· Which CORESET for UE to monitor msg 4? [14]

 REF _Ref511394912 \n \h 
[8]
· CORESET-BFR[14]

 REF _Ref511394956 \n \h 
[17]
· UE behavior if CBRA resources are not in active BWP? [8]
· Default spatial relation for PDCCH reception until reconfiguration/activation is assumed as the CSI-RS or SS/PBCH block identified by the UE during the random access [14]
· L1 provides all SS-RSRP measurements to higher layer for CBRA[17]
· Contention based PRACH can be used when one of the following conditions is met[4]
· Upon configuration of contention based PRACH resource but not contention-free PRACH resource
· Upon unsuccessful candidate beam identification based on Candidate-Beam-RS-List
· Contention based PRACH based beam failure recovery can be considered unsuccessful when max. # of BFRQ transmission is reaches[4]
· PRACH transmission for BFRQ preempt other UL channel/RS on the same CC[4]
Proposal 4: Send LS to RAN2 to inform that the following issues are to be resolved for CBRA-based BFR by RAN1.
· Whether and how the purpose of BFR is indicated to NW in CBRA
· Which message is considered as gNB response
· Whether CORESET-BFR is used to monitor msg 4
· Should previously configured CORESET(s) be monitored after gNB response reception
· UE behavior if CBRA resources are not in active BWP
	company
	comments

	Intel
	There seems to be many remaining issues for CBRA based BFR as listed by feature lead. If we cannot finish it, we should send an LS to RAN2.

	ZTE
	Regardless of contention based or contention free based recovery, the PRACH transmission occurs only if the channel qualities of newly identified candidate beams meet the pre-configured threshold besides detecting beam failure, which should be part of LS to be sent to RAN2.

	
	


2.3. Beam failure detection (BFD) 
2.3.1. +*CORESET#0 and CORESET-BFR for implicitly configured BFD set
When BFD set q0 is implicitly configured, a few companies raised the concern whether CORESET#0 and CORESET-BFR should be included in q0:

· When the initial BWP is current active BWP, CORESET0 needs to be monitored through BFD RS q0  [4]
· Update the specification about determination of set q0 when UE is not explicitly configured with beam failure detection RS taking into account the case of CORESET 0[12]
· For BFD, CORESET0 and CORESET-BFR are excluded[14]
Proposal 5: When BFD set q0 implicitly configured, exclude CORESET(s) without TCI-StatesPDCCH configuration. This applies to CORESET-BFR

· CORESET#0 is also excluded if it is decided later that CORESET#0 shall not be dedicatedly reconfigured with TCI-StatesPDCCH.
	company
	comments

	Intel
	There’s no TCI state configured for CORESET #0 and CORESET-BFR. So BFD for these two CORESETs should not be applied.

	ZTE
	Only active CORESET should be considered in q0 as a baseline. 
Besides, whether or not CORESET #0 should be monitored depends on the final conclusion on whether CORESET #0 can be reconfigured for other purpose.

	OPPO
	If CORESET#0 can be used for unicast PDSCH, it should be included for BFD. 

	Qualcomm
	For CORESET 0, we should first clarify if it can be used for unicast control/data

	
	


2.3.2. +*sQCL assumption for explicitly configured BFD set

There are discussions on spatial QCL assumption on BFD set q0 when it is explicitly configured:

· Explicitly-configured periodic CSI-RS resources are one-to-one mapped to each CORESET
· Each explicitly-configured periodic CSI-RS resources that is one-to-one mapped to each CORESET within the set q0 has the same spatial QCL assumption with the TCI state of corresponding CORESET [2]
· only the RS(s) which is used for sQCL assumption of PDCCH monitoring is included in q0 [6]
· Clarify that the UE evaluates the radio quality for all elements in the set [17]
As there are only a few companies expressing their view on the issue, further discussion is needed for clarification

Proposal 6: Clarify that explicitly configured BFD set q0 only includes reference signals in active BWP.

	company
	comments

	Intel
	One-to-one QCL (at least QCL type D) mapping between configured CSI-RS resource for BFD and CORESET is necessary, otherwise, UE cannot know which Rx beam to be used for each configured CSI-RS resource for BFD.

	ZTE
	No necessary. It is because that, in the endorsed TS 38.312, we have the following interpretation, which is sufficient.
“For the set 
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, the UE shall assess the radio link quality only according to periodic CSI-RS resource configurations or SS/PBCH blocks that are quasi co-located, as described in [6, TS 38.214], with the DM-RS of PDCCH receptions DM-RS monitored by the UE.”


	OPPO
	Share the same view as ZTE

	Qualcomm
	Current description in 38.213 is clear

	
	


2.3.3. +*Beam failure indication interval

One of remaining issue on beam failure indication is its indication interval. In Vancouver meeting, the following agreements were reached:

Agreement: 

· Indication of beam failure instance to higher layer is periodic and indication interval is determined by the shortest periodicity of BFD RS 
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, which is also lower bounded by [10] ms.

· Note: if the evaluation is below beam failure instance BLER threshold, there is no indication to higher layer.

A few proposals are observed from companies’ contribution to finalize the issue:

· Apply ⌈longest RS periodicity / NrOfBeamFailureInstance⌉ as the lower bound of beam failure instance indication interval[2]
· Indication interval is determined by the longest periodicity of BFD RS q0, which is also upper bounded by [10] ms [4]

 REF _Ref511394903 \n \h 
[11]
· The lower bound for indication interval of beam failure instance should be
· No more than 10 ms [5]
· 20ms[17]
Proposal 7: Down-select BFI indication interval from the following alternatives

· The indication interval is lower bounded by [x]ms
· X=2
· X=10

· X=20
· X=⌈longest RS periodicity / NrOfBeamFailureInstance⌉to ensure at least one measurement on each RS in q0 for each beam failure indication
· Revert the agreement. Indication interval is determined by the longest periodicity of BFD RS q0, which is also upper bounded by [10] ms
	company
	Comments

	Intel
	Suggest the lower bound should be 2ms. 
BFD should be faster than RLM, otherwise it would be useless, as it is possible that when UE detects beam failure, it also needs to declare radio link failure.

	ZTE
	Share with Intel, and also any reverting the recent agreement is not acceptable. 
But we are also survived, if the lower bound is not more than 10 ms.

	OPPO
	The lower bound is not more than 10 ms

	Qualcomm
	No need to revert agreement. gNB can schedule properly to avoid problematic scenario. The lower bound is ≤ 10 ms.

	
	

	
	


2.3.4. **Multiple RSs in TCI-state of implicitly configured BFD set.

When BFD set q0 is implicitly configured, RSs indicated by an associated TCI-state can be more than 1. In this case, clarification is needed on which RS should be used for BFD evaluation:

· If the RS set in TCI state for CORESET comprises two RS resources (i.e., TRS+CSI-RS), one beam quality assessment is to be measured [3]
· In case of implicit configuration of BFD set q0, the RS indexes associated with QCL type D in the RS sets indicated by TCI states for CORESETs on active BWP of the current cell should be adopted as beam failure detection RSs[4]
· In case of implicit configuration of BFD set q0, the RS indexes associated with QCL type D in the RS sets indicated by TCI states for CORESETs should be adopted as beam failure detection RSs[5]

 REF _Ref511488617 \n \h 
[18]
From the proposals, all companies suggest to select only 1 RS in each TCI-state for BFD evaluation, and the RS should be associated with QCL-TypeD.

Proposal 8: In case of implicit configuration of BFD set q0, the RS indexes associated with QCL type D in the RS sets indicated by TCI states for CORESETs should be adopted as beam failure detection RSs
	company
	Comments

	LGE
	Do not see any ambiguity of current TS and the needs for specifying this behaviour. UE can utilize whatever RSs QCLed with a CORESET for BLER calculation. If two RSs are attached as QCL references w.r.t. different QCL parameters for a CORESET, UE is free to use both of them. Thus, no further description on the current TS seems necessary. 


2.3.5. **Editorial suggestion for BFD RS evaluation slot

It was suggested by two companies that the BFI evaluation and BFI indication cannot be in the same slot since for BFD RSs may be not lying in a same slot:

· The slot where the beam failure instance is reported cannot be the slot where the radio link quality according to the set q0 is assessed[4]

 REF _Ref511400427 \n \h 
[6]
Proposal 9: Clarify in 38.213 that the slot where the beam failure instance is reported does not need to be the slot where the radio link quality according to the set q0 is assessed
	company
	comments

	ZTE
	This is up to UE implementation.

	Qualcomm
	Agree, reporting slot does not need to be assessing slot

	
	


2.3.6. BFD set q0 maintenance

A few other issues related to maintaining BFD set q0 has been raised:

· If BFD RS set q0 is explicitly configured, UE should update the set q0 to include qnew after receiving the gNB response to BFRQ[2]
· UE stops monitoring BFD RS set q0 after PRACH transmission, until BFR is successful and another round of beam failure monitoring begins [3]
· Use MAC-CE signalling to configure and update beam failure RS set[11]
· Consider only CORESET where UE monitors C-RNTI in the beam failure condition [12]
· Clarify the meaning of “PDCCH receptions monitored by the UE” in TS 38.213 considering the BD and CCE dropping mechanism[12]
· If UE is configured to monitor radio link quality based on a CSI-RS resource set with trs-Info=’true’ (CSI-RS for tracking), the UE monitor radio link quality based on any of the CSI-RS resources in the CSI-RS resource set [17]
· SS/PBCH block indexes can be explicitly configured to set of q0 [19]
· Assume implicit TCI-State for PDCCH/ configuration based on the associated downlink RS (SS/PBCH block) with PRACH preamble, after initial access, handover, and BFR [19]
Proposal 10: further offline discussion on the above issues.
2.4. gNB response monitor
2.4.1. +**gNB response CORESET

It has been agreed that CORESET-BFR is used to monitor gNB response. There are companies raised the concern that in BWP dynamic switch, where should CORESET-BFR be configured?

· CORESET-BFR in active BWP
· One dedicated CORESET should be mandated for BFR at least for FR2 [2]
· UE does not expect the absence of BFRR-CORESET in the active DL BWP [R1-1804494, ETRI][12]
· CORESET0 of initial BWP: If beam failure event is declared on active BWP where CORESET-BFR is not configured, the UE will switch to the initial BWP. When the UE falls back to initial BWP to monitor CORESET0, CORESET0 is spatial QCL-ed with new candidate beam[4]
· CORESET-BFR is configured in a default BWP only. UE switch to default BWP upon BFD in active BWP[16]
· Check if RAN1 and RAN2 has aligned understanding on where PDCCH carrying gNB response should be monitored, e.g. CORESET-BFR only or both CORESET-BFR and existing CORESET[3]
· “One UE-specific configured CORESET per BWP per cell in addition to CORESET0 and in addition to COREST recoveryControlResourceSetId”[8]
It is the understanding of the feature lead that current agreement does not suggest BWP switch when monitoring gNB response for BFRQ. Thus, the following proposal:

Proposal 11: UE does not expect the absence of CORESET-BFR in active DL BWP, if BFD is performed on q0.
· If agreed, further check if the constraint “One UE-specific configured CORESET per BWP per cell in addition to CORESET0” in UE feature capability should be revisited.
	company
	comments

	Intel
	CORESET-BFR could be optional, as in FR1 BFR is not necessary. However if CORESET-BFR is not configured, UE could consider no BFD is required.  

	OPPO
	Share the same view with Intel that if CORESET-BFR is not configured, the UE will not do any operations of BFR precedures

	Qualcomm
	CORESET-BFR can be optional. If configured, it can be outside of active BWP

	
	


2.4.2. +*The relation between SearchSpace-BFR and CORESET-BFR

Agreement:
UE expects a dedicated SearchSpace configuration that is one-to-one mapped to CORESET-BFR (RRC parameter CORESET-BFR remains)
A few companies raised the concern the the agreement above is not reflected in RRC paramters. To address the issue:

· Capture the one-to-one restriction between SearchSpace-BFR and CORESET-BFR, in e.g., 38.213 [8]
· To reflect the agreement that SearchSpace-BFR and CORESET-BFR follows one-to-one mapping [2]
Proposal 12: reflect the previous agreement on the one-to-one restriction between SearchSpace-BFR and CORESET-BFR in 38.213.
2.4.3. *Spatial QCL assumption for CORESET-BFR and existing CORESET(s)

Two companies discussed whether sQCL assumption on qnew should be applied to existing CORESET or not:

· Beams for PDCCH and its scheduled PDSCH using any existing CORESET should not be impacted by BFR procedure [3]
· When a UE transmits PRACH, it deactivates all TCI states for the CORESET(s) in the monitored search space(s) and uses the QCL properties of the RS used as reference for the PRACH transmission until TCI states are activated [17]
Proposal 13: Discuss whether sQCL qnew can be applied to existing CORESETs.

	company
	comments

	Intel
	This seems to be an enhancement instead of essential issue?

	ZTE
	Share with Intel

	OPPO
	Not needed

	Qualcomm
	No need to discuss

	
	


2.4.4. *Additional CORESET(s) to be monitored during BFR

Discussions have been made in previous meetings on whether previously configured CORESET(s) should also be monitored during BFR. Specifically:

· During gNB response window

· During gNB response window, UE does not need to monitor the CORESET(s) configured prior to beam failure[4]
· UE shall monitor CORESET-BFR and the CORESET(s) configured as before beam failure, conditioned on that the blind decoding does not exceed the blind decoding capability of the UE [5]

 REF _Ref511485945 \n \h 
[9]

 REF _Ref511394956 \n \h 
[17]

 REF _Ref511394848 \n \h 
[16]
· After receiving gNB response

· UE is not required to monitor failed serving CORESET(s) when the UE monitors CORESET-BFR upon receiving gNB response for beam failure recovery request transmission [16]
· Only the CORESET(s) configured as before beam failure are monitored after the window, if gNB response is not received successfully within the window [5]
· The UE should monitor all the PDCCH candidate in all the search spaces it has been configured [17]
Proposal 14: offline discussion on which CORESETs to be monitored 1) during BFR, and) after gNB response but before reconfiguration.
	company
	Comments

	Intel
	Is it correct understanding that for this issue, the following scheme has been agreed already?
During BFR, UE would monitor CORESET-BFR additionally. After gNB response but before reconfiguration, UE would monitor CORESET-BFR only.


	ZTE
	One clear agreement on this essential issue is necessary, and, in our views, no conclusion on this issue can be derived if only considering current agreement. But, anyway, we have the same views as Intel
#1 during BFR, all CORESET for other purposes besides CORESET-BFR should be monitored;

#2 Only CORESET-BFR is monitored  after gNB response but before reconfiguration.


	OPPO
	During BFR: only CORESET-BRF should be monitored based on the following reasons:
1. Simplify the procedure of BFR

2. Reduce the complexity at UE side

3. Reduce the complexity at gNB side. Otherwise, gNB needs to avoid the configuration where the search spaces on CORESET-BFR and previous CORESET will collides in the same symbol(s)
After gNB response but before reconfiguration: only CORESET-BRF should be monitored


Two companies raised the concerns on whereabouts of gNB response window:

· the BFRR window starts from the first available CORESET after a fixed duration from the end of BFR transmission [9]
· Start timeline of gNB response window should align with RAR window start timeline [13]
Based on the moderator’s understanding, current agreements have defined well gNB response window. Thus, no further discussion is suggested.

2.4.5. UE behaviour of receiving re-configuration/re-activation for PDCCH TCI or BFD RS after starting recovery.
Taking into account there exist two types of CORESET, i.e., the dedicated CORESET for beam recovery and the normal CORESET(s) configured as before beam failure. Therefore, UE behaviour of monitoring CORESET should be specified. In order to guarantee the robustness of transmission, UE should monitor normal CORESET(s) also as default, e.g., region-A in the following Figure. If RRC reconfiguration to the beam recovery procedure or beam re-indication for PDCCH are made [5] or receiving PUCCH before PRACH retransmission[2], the complete/termination mechanism should be specified, which means that the current procedure is finalized and UE have re-start one new recovery procedure if required.  

[image: image3.emf]New beam 

identified

N times

BFRQ Tx

gNB response 

window

Beam recovery 

timer starts

gNB response

A

B

C

New beam 

identified

N times

BFRQ Tx

gNB response 

window

Beam recovery 

timer starts

gNB response

A

B

C

（a）

（

b

）


	company
	Comments

	ZTE
	Upon receiving CORESET configured as before beam failure, regardless of within gNB response window or not,  UE shall declare that the beam failure recovery request procedure is completed, i.e. resetting timer and counter of recovery, once one of the following conditions is met: 
· Reconfigured by gNB to another CORESET for receiving  PDCCH and activated by MAC-CE a TCI state if the configured CORESET has K>1 configured TCI states. 

· Re-indicated by gNB to another TCI state(s) by MAC-CE of CORESET(s) before beam failure.

· Reconfigured by gNB to beam failure detection RS through Beam-Failure-Detection-RS-ResourceConfig 

· Reconfigured by gNB to new candidate beam identification RS through Candidate-Beam-RS-List



	OPPO
	No need to introduce new optimization for BFR

	Qualcomm
	Not essential. Suggest to leave to next release

	
	


2.4.6. DCI format for gNB response

It was proposed that some constraints should be set to possible DCI formats for gNB response:

· The content/format of gNB response should enable the indication of UL transmission configuration[2]
· Only DCI format 0_0 and 1_0 in CORESET-BFR as gNB response [11]

 REF _Ref511395907 \n \h 
[14]
There is another company proposing special UE behaviour when receiving BWP switch command during BFR

· When UE monitors gNB response, the UE ignores DCI indicating active DL BWP change if the DCI is received from CORESETs for scheduling normal data [7]
Proposal 15: offline discussion on whether DCI format constraints for BFR gNB response should be imposed
	company
	Comments

	Intel
	Support to use DCI format 0_0 or 1_0 to avoid more issues. For example, if DCI format 1_1 and 0_1 can be applied, which CORESET to be monitored in new BWP if gNB schedules BWP switching?

	ZTE
	No limitation on DCI format is required for recovery, taking into account it is still on RRC_CONNECTED mode.

	LGE
	At least, DCI format 0_1 should be supported for immediate triggering of AP beam reporting. 


2.4.7. Alignment of timeline between PRACH transmission and the start of gNB’s response

Currently, the timeline between PRACH transmission and the start of gNB’s response is different for BFR (i.e. 4 slots) and other PRACH (i.e. 0 slot). This misalignment could complicate UE/gNB implementation so that two companies (LGE[13], CMCC[9]) propose to align them.

Proposal xx: After the PRACH transmission, the start timeline for monitoring CORESET-BFR is aligned with that for monitoring CORESET for receiving RAR.
	company
	comments

	
	

	
	

	
	


2.5. Candidate beam selection
2.5.1. +**qnew index determination

In 38.213 Section 6, how to determine qnew index is still TBD. Proposals from companies:

· The UE determines the index qnew based on UE implementation [2]
· Index qnew is provided by higher layer (MAC) [3]

 REF _Ref511394860 \n \h 
[5]

 REF _Ref511400427 \n \h 
[6]

 REF _Ref511394880 \n \h 
[13]

 REF _Ref511394956 \n \h 
[17]

 REF _Ref511394912 \n \h 
[8]
Proposal 16: confirm in 38.213 Section 6 that qnew index is 
provided by higher layer.
	company
	comments

	OPPO
	This proposal is not clear. There may be at least two interpretations:
Alt.1: q_new is specified in the spec 38.321 which PHY spec will cite 
Alt.2: PHY specify that PHY will receive the indication of q_new from MAC layer 
We support Alt.1.  Alt.2 is not need since it is redundant. 


	
	

	
	


2.5.2. *Candidate beam selection restriction

For contention-free PRACH based BFR, it was agreed that a new beam is selected from a configured candidate beam set q1 based on L1-RSRP. The selection details is up to UE implementation, except a L1-RSRP threshold. There are companies raised the concern on the new beam selection details:
· The BLER threshold is introduced for candidate beam identification in addition to L1-RSRP threshold [4]

 REF _Ref511394860 \n \h 
[5]
· PHY layer shall not report a beam that is contained in both beam failure RS set and new candidate beam RS set to higher layers [11]
· UE should prefer the recovery on inactive TCI states when determined to have adequate signal quality[19]
To the understanding of moderator, the above proposals inclines to be optimization and is not essential. For additional BLER threshold, it may improve the efficiency of BFR. Consider it is in late stage of Rel-15, it is suggested to consider it as UE implementation.
Proposal 17: Consider further BLER constraint on candidate beam identification as UE implementation and capture it in 38.213.

	company
	comments

	Intel
	This is an optimization, and can be studied in next release.

	ZTE
	We still prefer to consider this carefully in order to avoid the ping-pong event introduced by using RSRP only. This is one crucial issue. 

	OPPO
	Don’t need to re-open the issue since we had long and intensive discussions on the BLER for new bean identification

	Qualcomm
	Prefer no further discussion on this issue

	
	


There is another editorial suggestion on 38.213 that CSI-RS used for new candidate beam identification is periodic [18].

Proposal 18: Per RAN1 agreement, clarify that the CSI-RS used for new candidate beam identification is periodic in 38.213.
2.6. *RAN2 LS (R1-1803522) 

In RAN2 LS [21], two questions were asked by RAN1 for input:
Question 1: Should the maximum number be applicable per RS resource purpose (i.e. separate maximum number for RLM and for BFD) or should the maximum cover both purposes (i.e. a single maximum number value of RLM+BFD RS(s) )? What is the maximum number of BFD-RS(s) in the first case or the maximum number of sum of BFD and RLM RS(s) in the second case?

Question 2: Can the RS resources for BFD and RLM be completely orthogonal?
Two companies provide their views on the questions:

· RS resources for BFD and RLM can be completely orthogonal[8]
· It is likely that an RS used for beam monitoring is also used for radio link monitoring[17]
Proposal 19: It is up to NW implementation whether RS resources for BFD and RLM can be completely orthogonal or not. From UE perspective, these two sets can be completely orthogonal.
· If the group cannot decide, consider a joint session with RLM group.
	company
	comments

	ZTE
	RS used for beam monitoring can be used for radio link monitoring, which is up to gNB implementation.

	OPPO
	Up to gNB’s implementation

	Qualcomm
	For Q1: It can be a single maximum covering all purposes, RLM, BFD, and both. No need separate maximum per purpose. For Q2: It is up to gNB

	
	


2.7. *BF monitoring after beam failure

It is unclear whether UE should continue monitoring q0 (and send beam failure instance indication to MAC) after PRACH transmission for CFRA-based BFR. Two alternatives: 

· Alt1: UE continues to send BF indication to MAC. In this case RAN1 needs to notify RAN2 in an LS so RAN2 can design their timer/counter accordingly. No spec change in RAN1 is needed.  

· Alt2: UE stops monitoring BF after PRACH. This requires a simple clarification in RAN1 spec. 

Proposal 20: On whether UE should continue monitoring q0, thus sending BFI to higher layer, after contention-free PRACH-based BFR transmission, down-select from the following alternatives:

· Alt1: UE continues to send BF indication to MAC. In this case RAN1 needs to notify RAN2 in an LS so RAN2 can design their timer/counter accordingly. No spec change in RAN1 is needed.  

· Alt2: UE stops monitoring BF after PRACH. This requires a simple clarification in RAN1 spec.
	company
	comments

	CATT
	Alt-2

	
	

	
	


2.8. Editorial clarification on 38.213

In the following, a list of editorial suggestions from companies are provided:

· “The physical layer informs the higher layers when the radio link quality is worse than the threshold Qout,LR with a periodicity determined by the maximum between the shortest periodicity of periodic CSI-RS configurations or SS/PBCH blocks that the UE uses to assess the radio link quality in the set q0 and X.” [2]
· To reflect the agreement related to PDCCH sQCL assumption after gNB response [2]
· Candidate beam L1-RSRP threshold for CSI-RS should be adjusted based on Pc_ss and Qin_LR[6]
· Clarify that in implicit configuration of q0, q0 “include SS/PBCH block indexes and periodic CSI-RS resource configuration indexes with same values as the RS indexes in the RS sets indicated by the active TCI states for respective control resource sets that the UE is configured for monitoring PDCCH” [19]
	company
	comments

	
	

	
	

	
	


2.9. Beam failure recovery in CA case

In RAN1#92, the following agreement has been reached.

Agreement:
In Rel-15, additionally support BFR on SCell

· Number of SCells BFR needs to be supported on is 1

· UE is not mandated to support BFR on SCell 

· Note: There is no additional RAN1 specification impact for BFR on SCell. 

There are a few companies raising the needs for improvement for BFR in CA case, including

· Support BFR in DL-only SCell [1]
· If BFR for SCell is transmitted on PCell, only one BFR at a time, and Pcell BFR should be prioritized [1]
· RAN1 does not work further on PRACH-based beam failure recovery for CA[10]
· Beam failure of SCell can be indicated on an assisting cell, using the following signalling method on the assisting cell
· beam failure MAC-CE [10]

 REF _Ref511393672 \n \h 
[15]
· SR/UCI transmission on the assisting cell[15]
· Candidate-Beam-RS-List can include RSs from another active CC/BWP[15]
It is the understanding of the feature lead that per agreement above, further RAN1 action for CA BFR is not essential in Rel-15 scope.

Proposal 21: Leave further improvement for CA BFR to next release.
2.10. PUCCH for BFR

PUCCH was agreed to be used for BFR but many details are lacking. A few proposals observed based on contribution review:

· Complete PUCCH-based BFR support, from the viewpoint of SCell BFR on Pcell PUCCH[1]
· One BFR-PUCCH on Pcell can be shared by all Scells. Carrier index and new beam ID is carried for identification[1]
· An SR resource can be configured to indicate the event of partial beam failure[15]
There were many discussions on how to use PUCCH for BFR in previous meetings, but no consensus yet. The proposal above does not seem complete to finalize PUCCH design for BFR. Considering that PRACH-based design is more complete, it is recommended that PUCCH design for BFR is deprioritized to Rel-16.

Proposal 22: BFR based on PUCCH is deprioritized to Rel-16.
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