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In RAN #76 meeting, a revision of study on 5G Non-Orthogonal Multiple Access (NOMA) was approved [1], in which receivers for NOMA is listed as one of the study objectives:
1.2 Receivers for non-orthogonal multiple access: [RAN1, RAN4] 
· MMSE receiver, successive/parallel interference cancellation (SIC/PIC) receiver, joint detection (JD) type receiver, combination of SIC and JD receiver, or other receivers.
· The study should consider performance, receiver complexity, etc.

In this contribution, we discuss a low complexity detector approximating the MMSE solution, which is also compatible with the adoption of long PN codes. The use of long PN codes in the air interface, in addition to the advantage of better randomize the multi-user interference, have also the advantage that a single PN code may be sufficient for all the users if users transmissions are not synchronized. The use of a single PN code for all the user simplify the receiver has for user acquisition only a single code has to be searched for packet acquisition.
MMSE Detectors
Direct MMSE Solution
Let us assume for simplicity a symbol synchronous system with spreading factor equal to N and with K users on air. The following received signal model can be written:
				(1)
where  represents the spreading matrix of size N by K, and  is the noise vector. The N by N covariance matrix of the thermal noise vector w is diagonal with all equal diagonal elements.
We recall that the MMSE matrix M is:
				(2)
with R being the signal plus noise covariance matrix given by:

An equivalent expression for the MMSE matrix M is:
								(3)
where Ra is now a matrix of size K by K given by:
I+
The equation (3) can be also extended to a fully asynchronous system. In such case, a window of data longer than one symbol period shall be processed (e.g., 3 symbol long). For each asynchronous user multiple columns are added to the matrix, one for each symbol within the processed window. The covariance matrix size are thus increased but the above expression still applies for MMSE matrix computation. 
As matrix inversion has in general cubic complexity, complexity is high in direct MMSE solution. Some reduction of complexity can be achieved avoiding the matrix inversion and using instead the common iterative algorithms used for linear system solution e.g. the Gauss-Seidel or the SOR methods. With these methods a good approximation of the MMSE solution can be obtained with as few as 5 to 7 iterations.
Complexity of these approaches is however relatively high. In addition to the iterations, the computation of the covariance matrix should be also considered.
In a synchronous system using short PN codes, a single covariance matrix computation per packet time would be sufficient if the channel is stationary. In practice, this operation add further complexity to the detector. For long PN codes and fully asynchronous users, computation of the covariance matrix contributes significantly to the complexity of the MMSE detector.

Multi-Stage Detector (MSD)
The multistage detector ([2]-[5]) approximates the inverse of the covariance matrix, R-1, by a polynomial expansion in R, i.e.:

							(4)
The multistage detector actually builds an approximation to  by concatenating S stages, with each stage performing the despreading (with a SUMF detector) and then re-spreading of the input signal. These operations are respectively equivalent to multiply by matrix  (despreading), and then by matrix  (re-spreading) the input signal.
The principle scheme of the multistage detector is summarized in Figure 1, where it is evident the composition of each stage by a despread unit (composed by SUMF detectors) followed by a respreader unit. The output of the various SUMF detectors is then weighted to compute the final despread signals. The resulting multistage detector complexity is only marginally higher than that of a SUMF detector. The coefficients wk can be chosen to approximate the MMSE detector or other detectors (e.g., the decorrelator).
The MMSE approximating coefficients are computed with simple closed formulas (see e.g. Table I in [3]) providing the weights as function of the system load and the noise floor.
[image: ]
Figure 1: Principle scheme of a multistage detector.
The multistage detector provides a very low complexity implementation for approximating the MMSE solution. The complexity of such method scales in fact linearly with the number of users. Another strength of the proposed multistage detector approach is the fact that it does not require the explicit knowledge of the covariance matrix. In addition to simplify the detector the fact that no explicit knowledge of the covariance matrix is required also make the detector less sensitive to model mismatch errors (e.g., channel estimation). This may make the performance of the multistage detector even better than those achievable with the direct computation of the MMSE solution given the sensitivity of the last approach to error in estimation of the covariance matrix. Finally, the reduced complexity can enable the adoption of long PN sequence, which will provide improved system performance in terms of spectral efficiency.
Observation 1: The multistage detector (MSD) provides a very low complexity implementation for approximating the MMSE solution.
Observation 2: The MSD complexity scales linearly with the number of users.
Observation 3: The MSD does not require the explicit knowledge of the covariance matrix, thus it is less sensitive to potential mismatch errors.
Observation 4: The MSD enable the introduction of long PN sequence, without adding the same complexity burden of the MMSE solution.

Example Results
Example performance results of some tested detectors with quaternary PN sequence with SF=8, and QPSK modulation are summarized in Table 1. 
The multistage achieves even better performances (i.e., lower packet loss ratio values) than the direct MMSE detector, due to modelling mismatch. In fact, simulations implement a full receiver architecture, including chip matched filtering and channel estimation. In addition, both the multistage detector and direct MMSE detector assumed no prior knowledge of the number of users on air. The presence of user is triggered by the preamble acquisition. For sake of clarity, the reported simulation results have assumed ideal preamble detection. As stated in the previous section, these mismatches are apparently more critical within the direct MMSE detector.

	Receiver Detector Strategy
	Packet Loss Ratio

	Matched Filter
	0.88

	Multistage detector (1 stage)
	0.44

	Multistage detector (2 stages)
	0.32

	Multistage Detector (3 stages)
	0.30

	Direct MMSE (Gauss-Seidel with 8 iterations)
	0.436

	Direct MMSE (matrix inversion)
	0.434


Table 1: Performance of several spread spectrum detectors. Case of quaternary PN spreading sequences with SF=8, QPSK modulation, and SNR =10 dB (after despreading). FEC code: LTE turbo (k=300, n=900). Poissonian Packet arrival (average value: 200 pkt/s). AWGN channel with all equal packet power. A sliding window of size equal to 4 symbols was used for the direct MMSE detector 
The above findings have been confirmed when hard Successive Interference Cancellation (SIC) is added to the receiver algorithms. Figure 2 to 4 show the performances with MSD (three stages), Direct MMSE detection, and MF for a scenario similar to that shown in Table 1. 10 iterations for SIC were implemented in the receiver. Performances with the same signal format as in Table 1, but varying the incoming average traffic load, are given in the following figures.
[image: ]
Figure 2: Performance with Multistage Detector and SIC (10 iterations). SF=8 and QPSK modulation. Equal power carriers.
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Figure 3: Performance with Direct MMSE Detector and SIC (10 iterations). SF=8 and QPSK modulation. Equal power carriers.
[image: ]
Figure 4: Performance with Matched Filter Detector and SIC (10 iterations). SF=8 and QPSK modulation. Equal power carriers.
Exploiting the reduced complexity of the MSD approach with respect to the initial choice based on MMSE, the performance of NOMA schemes can be further improved with the adoption of long PN sequences, as discussed in [6]. 
Figure 5 shows an example of achievable spectral efficiency with MSD+SIC in AWGN with SF=32. For sake of clarity, the simulated NOMA schemes (aka ME-SSA) is described in [7], and it is not further presented here, since it is not the main purpose of the contribution. It shall be noted that also the introduction of power unbalance among the received user packets is a further enabler of the increased performance.
[image: ]
Figure 5: ME-SSA performances with MSD + SIC @ Eb/N0=11.77 dB and power randomization in AWGN. Packet length is 1200 information bits with 3GPP LTE turbo code rate 1/3. 96 symbols preamble. Ideal preamble acquisition considered. Simulated channel estimation. 10 SIC iterations were considered, although some performance improvement can be obtained increasing the number of iterations (as shown from a single point also plotted with 18 iterations).

Conclusions
The multistage detector has been presented and has been shown to be a low complexity spread spectrum detector, still suitable for achieving the MMSE detector performances, without constraining the signal format. In particular, the proposed detector can be used with both short and long PN codes, and in both synchronous and fully asynchronous environment. 
Based on this contribution, we make the following observations and proposals:
Observation 1: The multistage detector (MSD) provides a very low complexity implementation for approximating the MMSE solution.
Observation 2: The MSD complexity scales linearly with the number of users.
Observation 3: The MSD does not require the explicit knowledge of the covariance matrix, thus it is less sensitive to potential mismatch errors.
Observation 4: The MSD enable the introduction of long PN sequence, without adding the same complexity burden of the MMSE solution.
Proposal 1: Multistage detector can be considered in NOMA study, as an alternative and effective solution for MMSE detectors.
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