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[bookmark: _Hlk510133012]During RAN plenary #78, the release 15 NR specifications were approved. In RAN plenary #79, it was agreed that R15 December drop maintenance continues until June 2018. RAN1 will continue to focus on the stabilizing of the basic and essential functionalities within the scope of the December drop. 
This contribution deals with the following agreements reached in #90b and #92
Agreements1:
PDCCH candidates having different DCI payload sizes count as separate blind decodes
PDCCH candidates comprised by different sets of CCE(s) count as separate blind decodes.
PDCCH candidates in different CORESETs count as separate blind decodes.
PDCCH candidates having the same DCI payload size and comprised by the same set of CCE(s) in the same CORESET count as one blind decodes.

Agreements 2:
· Confirm the value for Case 1-2. X=0 and Y=0 for Case 2. No consensus on additional Case 2’.
	Max no. of PDCCH BDs per slot
	SCS

	
	15kHz
	30kHz
	60kHz
	120kHz

	Case 1-1
	44
	36
	22
	20

	Case 1-2
	[44]
	
	
	-

	Case 2
	[44+X]
	[36+Y]
	[22+Y]
	[20]


Agreements 3:
· The number of CCEs for PDCCH channel estimation which refers to the union of the sets of CCEs for PDCCH candidates to be monitored, regardless of which REG-bundle size or precoder granularity.
· Overlapped CCEs associated with different CORESETs are counted separately.
· Overlapped CCEs associated with different PDCCH starting symbols with the same or different search space sets with the same CORESET are counted separately.
· Overlapped CCEs associated with same or different search space sets with the same PDCCH starting symbol associated with the same CORESET are counted one.
· Note: in the above, the overlapping CCEs for candidates for a given search space set with different starting symbols are assumed to be supported.
Agreements 4:
· Confirm the following working assumption, with updates:
· At least for case 1-1 and case 1-2, all UE supports channel estimation capability for following numbers of 48 CCEs for a given slot per scheduled cell
· 56 CCEs for SCS = 15kHz and 30kHz
· 48 CCEs for SCS = 60kHz
· 32 CCEs for SCS = 120kHz
· FFS: cross-carrier scheduling
· FFS: wideband RS
· FFS: overbooking and/or nested structure
· FFS: exceptional case of CCE counting
· FFS: for case 2


Agreements 5:
· Specify PDCCH candidate mapping rules. 
· PDCCH candidates are mapped to search-space-sets until either or both limit(s) of (number of blind decodes, CCEs for channel estimation) is/are met at least with the following rule
· SS type order, e.g. CSS before USS 
· FFS: further rule within a search space set/type


In the following, we study several techniques of mapping PDCCH candidates to search-space type/set such that BD and CCE limits are not exceeded.

[bookmark: _Hlk510133030]Clarification of the mapping agreement 
According to Agreement 5: PDCCH candidates are mapped to search-space-sets until either or both limit(s) of (number of blind decodes, CCEs for channel estimation) is/are met at least with the following rule. However, according to the Agreement 3: overlapped CCEs associated with same or different search space sets with the same starting symbol associated with the same CORESET are counted one. It is therefore in line with the spirit of the counting rules to map a PDCCH candidate of a search space set if the CCEs of the candidate overlap with CCEs of other candidates already mapped, where the latter candidates may be from the same or from a different SS-set or SS-type with the same PDCCH starting symbol associated with the same CORESET.

Therefore, we propose the following refinement of the PDCCH candidate mapping principle:
Proposal-1: Update previous agreement: Specify PDCCH candidate mapping rules. 
· PDCCH candidates are mapped to search-space-sets until such that either or both limit(s) of (number of blind decodes, CCEs for channel estimation) is/are not exceeded met at least with the following rule
· SS type order, e.g. CSS before USS 
· FFS: further rule within a search space set/type

This candidate mapping principle can be expressed by the following pseudo-code:
cceCount=0
numberBlindDecodes=0
For candidate = 0 to numberOfCandidatesInSlot-1
		If (numberBlindDecodes < limit of number of blind decodes) AND
			(cceCount with candidate <= limit of CCEs for channel estimation)
				Map candidate to search space set
Increment cceCount
Increment numberBlindDecodes by 1
End if
End for

The advantage of this refined PDCCH candidate mapping principle is that if the limit of CCEs for channel estimation is met or exceeded over the course of the mapping, further candidates can be mapped to already mapped CCE provided that the limit of CCEs for channel estimation is not exceeded. For example, PDCCH candidate AL8 would exceed the limit while AL2 candidate of the same SS-set would be still within the limit, then AL2 can be still mapped.
On mapping of PDCCH candidates to search-spaces
On mapping order among SS-type and SS-sets
In the previous meeting, RAN1 agreed that the PDCCH candidates are mapped to different SS-sets according to the SS type order. However, it was not agreed yet which type is mapped first. We think that natural way would be to map CSS before USS, i.e. {Type 0 CSS, Type 0A CSS, Type 1 CSS, Type 2 CSS, Type 3 CSS, DCI format 0_0 and 1_0 with C-RNTI CSS} before {DCI format 0_0, 1_0, 1_0 and 1_1 with C-RNTI USS}. 
Proposal-2: PDCCH candidates are mapped to search-space-sets according to the following order of SS types: CSS before USS, i.e. CSS={Type 0 CSS, Type 0A CSS, Type 1 CSS, Type 2 CSS, Type 3 CSS with corresponding RNTIs and  DCI format 0_0 and 1_0 with C-RNTI CSS} before USS={DCI format 0_0, 1_0, 1_0 and 1_1 with C-RNTI USS}
In case the gNB configures two SS-sets of the same type in the same slot. There are two alternatives: 
· Alt 1: Map SS-sets of the same SS type by the lowest SS-set index first.
· Alt 1.1: Map a search space set only if all candidates of SS type are within the limits.
· Alt 1.2: Map PDCCH candidates to SS-set according to rules, such that the limits are not exceeded.
· Alt 2: Treat SS-set of the same SS type equally. 
· Alt 2.1: Map a search space type only if all candidates of SS type are within the limits.
· Alt 2.2: Map PDCCH candidates to a SS type according to rules, such that the limits are not exceeded.
Current agreements (when FFS are removed) reflect Alt 1.1 and Alt 2.1. And these two alternatives are clearly not preferable, because in slots with both CSS and USS monitoring, only CSS PDCCH candidates would be typically transmitted, and USS PDCCH candidates would be all dropped/not-mapped. 
Alt 1.2 has the disadvantage that one or several full SS-sets may be dropped in a slot. This implies that two different services of the same SS-type cannot be supported in the affected slots simultaneously. An advantage of Alt 1.1 is that the network is able to configure the priority order of SS-set dropping, via configuration of the SS-set index. 
Alt 2.2 would allow the mapping of subsets of PDCCH candidates from different SS-sets. It provides the highest scheduling flexibility among the four mapping rule options, because PDCCH candidates are mapped from all SS-sets of a SS-type, and all services can be supported with reduced number of PDCCH candidates. 
Proposal-3: Adopt Alt 1.2 or 2.2 with slight preference towards 2.2
· FFS: rules within SS-type/SS-set

On mapping rules within SS-type or SS-set
Given that Alt 1.2 or Alt 2.2 would be adopted by RAN1, several rules have been proposed already for mapping within the SS-type or SS-set.
[bookmark: _GoBack]Mapping types (a.k.a. BD/CCE dropping): 
· Map candidates until limit reached (or if limit would not be exceeded by mapping the candidate) 
· Type 1: PDCCH candidates with higher AL are mapped first. 
· Advantages: maintains good coverage, same mapping order (within SS-set) in each slot. 
· Example mapping order of candidates in different ALs: 8,8,4,4,2,2,2,2,2,2,1,1,1,1,1,1.
· Type 2: PDCCH candidates with higher priority are mapped first. 
· Assign priority order to candidates [2] (e.g. given by m/M, m = 0, 1, …, M-1), in case of equal priority order of two candidates, Type 1 rule applies.
· Advantages: maps candidates of all ALs, may increase the number of candidates per user versus Type 1, may maintain good coverage, because typically higher ALs are configured with less candidates and those candidates will have higher priority number, same mapping order (within SS-set) in each slot.
· Example mapping order of candidates in different ALs: 8,4,2,1,2,1,2,1,8,4,2,1,2,1,2,1.

Mapping type 1 and 2 can be applied in straightforward way to Alt 1.2 and Alt 2.2:
· With Alt 1.2: Candidate mapping is per search space set, one search space set after another search space set. BD dropping is applied only for search space set(s) for which either or both limits is/are exceeded. 
· If BD dropping is applied for a search space set, then the mapping of another search space set may be stopped or continued.
· With Alt 2.2: Candidate mapping is per search space type, and it may involve one or multiple search space sets associated with one or multiple CORESETs. PDCCH candidate mapping within the search space type may be done, e.g. with the highest AL first (Type 1). In this case an interleaved mapping across SS-sets within the SS-type may be applied, e.g. a first candidate of a first search space set may be mapped first, followed by a first candidate of a second (e.g. with increasing SS-set index) search space set, and so on, until either or both limits is/are met. 
· Example for Type 1 mapping order of ALs with first SS-set (index i) having (2, 2, 6, 6) and second SS-set (index j>i) having (2, 4, 0, 0) candidates for ALs (8, 4, 2, 1): 8(i), 8(j), 8(i), 8(j), 4(i), 4(j), 4(i), 4(j), 2(i), 4(j), 2(i), 4(j), 2(i), 2(i), 2(i), 2(i), 1(i), 1(i), 1(i), 1(i), 1(i), 1(i).
Observation-1: Mapping types 1 and 2 can be applied in straightforward way to Alt 1.2 and Alt 2.2.

Enhancements to improve mapping efficiency into available CCEs 
In top of combinations of Types and Alternatives from sections 3.1 and 3.2, further enhancements can be defined.
Enh 1: Candidates with the largest CCE overlap with other AL candidates are mapped first. 
· Map PDCCH candidates selecting first the AL of the next candidate to be mapped, and then selecting among the candidates of the selected AL the candidate having the largest overlap. Can be based on:  
· Enh 1.1: Select AL of candidate according to Type 1
· Enh 1.2: select AL of candidate according to Type 2
Enh 2: Nesting or rehashing
· Map the first subset of PDCCH candidates, which are the PDCCH candidates not violating the CCE limit. The rest of the candidates is mapped by rehashing within CCE footprint of the first subset of candidates.
· Candidate mapping order is from highest AL to lowest AL (Type 1).
· Same hashing function is applied in both steps. (EPDCCH or randomized EPDCCH)
· Enh 2 application with Alt 1.2: Candidate mapping is per search space set, one search space set after another search space set.
· Enh 2.1: Rehashing is applied only for PDCCH candidates of search space set(s) for which the CCE limit is met. Prior to the mapping for the search space set, the CCE footprint for the rehashing needs to be computed for the respective slot.
· FFS on how to deal with CCE footprint of search space sets already mapped and associated with the same CORESET, e.g. do not count to CCE footprint for rehashing if CCE count is not incremented.
· If rehashing is applied for a search space set, then the mapping of another search space set may be stopped or continued.
· Enh 2.2: Rehashing is always applied to search space set (even if CCE limit is not met). SS-set is mapped by using rehashing such that the CCE footprint of the SS-set does not exceed a certain value derived from the SS-set configuration, for example, map within 32 CCEs if SS-set is configured with (2, 2, 6, 6) candidates of AL (8, 4, 2, 1).  
· Enh 2 application with Alt 2.2: Candidate mapping is per search space type, and it may involve one or multiple search space sets associated with one or multiple CORESETs.
· FFS definition of an overall CCE footprint for the search-space-sets of a search space type.
Both enhancements increase the complexity of implementation. Enh-1 and Enh-2 result in different mapping order (within SS-set) per slot. And Enh-2 requires additional step of rehashing. 
Observation-2: Enhancements increase the complexity of UE and gNB implementation and require additional discussion in RAN1 on how to define CCE footprint.
[bookmark: _Hlk510132389][bookmark: _Hlk510133084]	On performance of the PDCCH mapping schemes
Figure 1 and Figure 2 depict the average multi-user PDCCH blocking probabilities over the maximum number of allocated CCEs (in the sequel referred to as the CCE footprint) for the above PDCCH candidate mapping types and for:
· LTE EPDCCH hashing (Figure 1 solid, Figure 2 left hand side), and
· Randomized EPDCCH hashing, in the sequel referred to in [3] as random subband hashing (RSH) (Figure 1 dashed, Figure 2 right hand side),
where it is assumed that a single SS-set is associated with the CORESET. Further details concerning the simulation assumptions are given in Appendix B. Figure 1 compares blocking performance with PDCCH mapping Type 1, Type 2 and Enh 2, while Figure 2 further adds PDCCH mapping enhancements Enh 1.1. and Enh 1.2.
From Figure 1 and Figure 2 we draw the following conclusions:
· At the higher end of the CCE footprint (say >=32 CCEs), the multi-user blocking performance is primarily determined by the hash function, while the impact of the PDCCH mapping type is negligible.
· At the lower end of the CCE footprint, rehashing (Enh 2) has lowest blocking probability among the investigated PDCCH mapping types.
· Concerning BD dropping (mapping Types 1, 2 and Enh 1.1 and Enh 1.2):
· With LTE EPDCCH hashing, PDCCH mapping Type 2 (mapping according to increasing BD priorities) is preferred over Type 1 (mapping highest AL first). This is because blocking performances are similar, while Type 2 has the advantage of mapping the ALs with equal priorities (may enable mapping of more PDCCH candidates per user).
· With random subband hashing, PDCCH mapping Type 1 is preferred over Type 2 due to advantages in blocking performance.
· Concerning PDCCH mapping Enh 1, Enh 1.2 shows gains in blocking performance versus the respective Type 2, the gains being confined to a narrow range of CCE footprint (around 24 CCEs). Due to the additional computational complexity (for determining the mapping order based on the CCE overlap across ALs on a slot-by-slot basis prior to the actual candidate mapping) Enh 1 is not preferable. 
· Random subband hashing outperforms LTE EPDCCH hashing in blocking performance, in many cases by about one order of magnitude (except for very low end of CCE footprint, where performances are similar). Random subband hashing leads to minor computational complexity increase versus LTE EPDCCH hashing, mainly due to additional random generator updates. 
· Concerning multi-user blocking probability, random subband hashing combined with simple PDCCH mapping Type 1 outperforms LTE EPDCCH hashing with Enh 2 rehashing over the entire range of CCE footprint. The former is also less computationally complex, since the major difference in computational complexity is due to the Enh 2 rehashing.
Observation-3: At the higher end of the CCE footprint, the multi-user blocking performance is primarily determined by the hash function type, while the impact of the PDCCH mapping type is negligible.
Observation-4: Random subband hashing combined with simple PDCCH mapping from highest AL to lowest AL outperforms LTE EPDCCH hashing with rehashing in terms of multi-user blocking probability. The former is also less computationally complex, since the major difference in computational complexity is due to the rehashing.

[bookmark: _Hlk510132418][image: ] 
[bookmark: _Ref510094484]Figure 1: Average PDCCH blocking probability versus CCE footprint with PDCCH mapping Type 1 (red), Type 2 (blue) and Enh 2 (green), with LTE PDCCH hashing (solid) and random subband hashing (dashed).

 [image: ] [image: ] 
[bookmark: _Ref510094493]Figure 2: Average PDCCH blocking probability versus CCE footprint with PDCCH mapping Type 1 (solid red), Enh 1.1 (dashed red), Type 2 (solid blue), Enh 1.2 (dashed blue) and Enh 2 (green), with LTE PDCCH hashing (left) and with random sub-band hashing (right).

Summary
Considering the advantages and disadvantages of different mapping types and their enhancements in Section 3, and simulation results observations in Section 4, we have the following proposal: 
[bookmark: _Hlk510132502]Proposal-4: Adopt random subband hashing together with PDCCH mapping from highest AL to lowest AL (Type 1) and mapping order determined by search-space-set type (Alt 2.2). If random subband hashing is not agreed, we propose for NR PDCCH to adopt PDCCH mapping according to increasing priority order, Type 2 (with hashing of LTE PDCCH).
Conclusions
In this contribution, we have discussed an impact of BD and channel estimation limits on performance of NR networks. Based on the discussion, we made the following observations and proposals:
Proposal-1: Update previous agreement: Specify PDCCH candidate mapping rules. 
· PDCCH candidates are mapped to search-space-sets until such that either or both limit(s) of (number of blind decodes, CCEs for channel estimation) is/are not exceeded met at least with the following rule
· SS type order, e.g. CSS before USS 
· FFS: further rule within a search space set/type

Proposal-2: PDCCH candidates are mapped to search-space-sets according to the following order of SS types: CSS before USS, i.e. CSS={Type 0 CSS, Type 0A CSS, Type 1 CSS, Type 2 CSS, Type 3 CSS with corresponding RNTIs and  DCI format 0_0 and 1_0 with C-RNTI CSS} before USS={DCI format 0_0, 1_0, 1_0 and 1_1 with C-RNTI USS}
Proposal-3: Adopt Alt 1.2 or 2.2 with slight preference towards 2.2
· FFS: rules within SS-type/SS-set

Observation-1: Mapping types 1 and 2 can be applied in straightforward way to Alt 1.2 and Alt 2.2.
Observation-2: Mapping enhancements in Section 3.3 increase the complexity of UE and gNB implementation and require additional discussion in RAN1 on how to define CCE footprint.
Observation-3: At the higher end of the CCE footprint, the multi-user blocking performance is primarily determined by the hash function type, while the impact of the PDCCH mapping type is negligible.
Observation-4: Random subband hashing combined with simple PDCCH mapping from highest AL to lowest AL outperforms LTE EPDCCH hashing with rehashing in terms of multi-user blocking probability. The former is also less computationally complex, since the major difference in computational complexity is due to the rehashing.
Proposal-4: Adopt random subband hashing together with PDCCH mapping from highest AL to lowest AL (Type 1) and mapping order determined by search-space-set type (Alt 2.2). If random subband hashing is not agreed, we propose for NR PDCCH to adopt PDCCH mapping according to increasing priority order, Type 2 (with hashing of LTE PDCCH).
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[bookmark: _Hlk510132654]In this Appendix, we provide the text proposal for the NR hashing function. 
In RAN#91, it was concluded that hashing function modification is one way to reduce the number of required BDs and CCEs to be channel estimated.
In [2] and previous RAN1 contributions we derived a refinement of the hashing function of LTE EPDCCH, characterized by a single pseudo-randomly placed PDCCH candidate per subband of the associated CORESET. We refer to this type of hashing as the randomized EPDCCH hashing or the random subband hashing.
Further, in [2] and previous RAN1 contributions we presented numerous simulation results, showing that random subband hashing has various benefits over the hashing of LTE EPDCCH:
· Multi-user blocking probability is often lower by about one order of magnitude.
· For similar multi-user blocking, the number of blind decodes and CCEs for channel estimation can be reduced by about 50% and 30%, respectively.
· For similar multi-user blocking, the CORESET size can be reduced by about 40%.
   
When assessing multi-user blocking probability in the presence of BD dropping (PDCCH mapping Type 1), it was found beneficial to introduce a further random generator update for the random subband hashing, in order to have the ‘starting subband /offset’ independently randomized from the randomization of the first candidate within the respective subband. (This can easily be accomplished by replacing in equation (1) of [2] the random variable  by .) This is considered in the text proposal below.


38.213 Text proposal Subclause 10.1:
	





For a search space set  associated with control resource set , the CCE indexes for aggregation level  corresponding to PDCCH candidate  of the search space set in slot  for a serving cell corresponding to carrier indicator field value  are given by 




where



, , ;

for any common search space, ; 






for a UE-specific search space, , , , , , and ;

;



 is the number of CCEs, numbered from 0 to , in control resource set ; 


 is the carrier indicator field value if the UE is configured with a carrier indicator field by higher layer parameter CrossCarrierSchedulingConfig for the serving cell on which PDCCH is monitored; otherwise, including for any common search space, ;





, where  is the number of PDCCH candidates the UE is configured to monitor for aggregation level  for a serving cell corresponding to  and a search space set ;  

;

for any common search space, ;  






for a UE-specific search space,  is the maximum of over all configured  values for a CCE aggregation level  of search space set  in control resource set ;

the RNTI value used for  is defined in [5, TS 38.212] and in [6, TS 38.214].




Appendix B – Simulation assumptions

The PDCCH blocking probabilities in main part of this contribution were assessed by means of exhaustive search for different hashing functions. A number of eight users are allocated within a single search space set associated with the CORESET and the RNTIs are selected randomly. For either of the selected users, an aggregation level is selected randomly for a period of 10 slots. It is assumed that a single DCI is transmitted per user per slot either with the selected aggregation level or with a higher aggregation level, and the occurrence of blocking is checked separately for all the slot indices k = 0, 1, …, 9. Blocking occurs for the selected users within a slot if after exhaustive search over all allocation options at least two PDCCH candidates have at least partial overlap. The results provide a lower bound of the PDCCH blocking probability. This assumes that a smart strategy to allocate the PDCCH candidates is used by gNB. In a practical network implementation, the PDCCH blocking probability may be higher, depending on the candidate allocation algorithms implemented by gNB. The presented results do not take into account the possibility that a user transmits multiple DCIs within a slot. The results presented in this document include the possibility to fall back to a higher aggregation level in the case of blocking. The presented results on PDCCH blocking probability extend the previous results provided in [2].

The following settings are used in Figure 1 and Figure 2:
· CORESET size of 64 CCEs,
· A single SS-set is associated with the CORESET,
· Aggregation levels (1, 2, 4, 8) with probabilities of occurrence given by (0.4, 0.3, 0.2, 0.1),
· The number of candidates for aggregation levels (1, 2, 4, 8) are given by (6, 6, 2, 2),
· Hashing of LTE EPDCCH or random subband hashing (RSH) as described in Appendix A,
· PDCCH mapping Type 1, Type 2, Enh 1.1, Enh 1.2 or Enh 2, as described in Sections 3.2 and 3.3,
· Refined PDCCH candidate mapping principle as proposed in Section 2.
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