3GPP TSG RAN WG1 #92bis
R1-1804755
16 April - 20 April 2018
Sanya, China
Agenda item:
7.7.1
Source: 
Intel Corporation
Title: 
Overview on RAN1 related issues in IAB 
Document for:
Discussion and decision
1   Introduction
The study item on integrated access and backhaul (IAB) for NR was approved [1] with the following objectives. 
· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links

· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links

· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.

· Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 

· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time, frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation 

· Cross-link interference (CLI) measurement, coordination and mitigation between rTRPs and UEs

· High spectral efficiency while also supporting reliable transmission [RAN1]
· Identification of physical layer solutions or enhancements to support wireless backhaul links with high spectral efficiency

This contribution presents our view on RAN1 related issues to be studied in NR IAB including synchronization, initial access, scheduling and resource allocation, throughput enhancement, and CSI feedback and measurement reporting.
2   Synchronization and initial access
2.1   Synchronization source 
For the RN’s MT function, the sync source would be its parent node’s synchronization signal. For the RN’s DU function, there are two synchronization source options.
·  Option 1: synchronization signal of donor DU or RN’s parent DU
·  Option 2: GNSS

GNSS provides high accuracy absolute timing (e.g., in the order of 100 ns), however, for cases that need to share a common frame timing between RNs, additional signalling is needed for GNSS based synchronization. Alternatively, radio interface based synchronization can be used to achieve synchronization among RNs and share a common frame timing. A potential problem of radio interference based synchronization is synchronization error propagation. This sync error propagation problem is discussed in more details in Section 2.5 of the paper.  
Proposal 1: Study the following options on synchronization source for IAB node’s DU function.
· Option 1: synchronization signal of donor DU or RN’s parent DU

· Option 2: GNSS
2.2   IAB RN ID

On the backhaul link, RN’s MT function may use C-RNTI as an ID, similar to a UE. On the access link, there are two options for RN ID:

· Option 1: each RN has a cell ID

· Option 2: multiple RNs share a cell ID
For option 1, each RN serves as an independent cell. For option 2, the RNs sharing a cell ID serves as distributed TRPs of the cell. Both options could be considered in the IAB study. 
Proposal 2: Study the following options on RN’s DU ID.
· Option 1: each RN has a cell ID

· Option 2: multiple RNs share a cell ID
2.3   Synchronization signal resources

The time/frequency resource for synchronization signal transmission of the RNs’ DU depends on the choice of RN’s DU ID.
· When each RN has a cell ID, the SSBs of the donor DU and the RNs are uniquely identified. Each RN has the freedom to choose the time/frequency resource for its SSB transmission.  
· When multiple RNs share a cell ID, the RNs sharing a same cell ID should use orthogonal SSB resources in a SS burst set to transmit its SSB.  Figure 1 shows one example of RNs use different SSB resources in SS burst set. Some coordination between RNs sharing a same cell ID could be needed to allocate orthogonal SSB resources in a SS burst to the RNs. 
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Figure 1. RNs share a same cell ID and use different SSB position in a SS burst set
Proposal 3: Study mechanisms on SSB resources allocation among RNs sharing a same cell ID.
2.4   RN’s DL transmission timing in its access link
On RN’s DL transmission timing, four options can be considered:

· Option 1: the access DL transmission timing at the RN is aligned to the backhaul DL transmission timing at DN. Figure 2 illustrates an example of timing relation with Option 1, where TP,X denotes propagation delay from the parent of node X to node X.

[image: image2.emf]Backhaul DL

Backhaul UL

Backhaul DL

Backhaul UL

Access DL

Access DL

Access UL

Access UL

Donor

RN

UE

T

P,RN

T

P,UE


Figure 2. Timing relation of Option 1
· Pros: all nodes in the network use the same timing reference for DL transmission.
· Cons: the RN cannot receive and transmit signals on the backhaul and access links at the same time.
· Option 2: the access DL transmission timing at an RN is aligned to its backhaul DL reception timing. Figure 3 illustrates an example of timing relation with Option 2.
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Figure 3. Timing relation of Option 2.

· Pros: the RN can receive signals from the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from access DL/UL transmission/reception to backhaul UL transmission to accommodate RN’s TA.
· Option 3: the access DL transmission timing at an RN is aligned to its backhaul UL transmission timing. Figure 4 illustrates an example of timing relation with Option 3.
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Figure 4. Timing relation of Option 3
· Pros: the RN can transmit signals on the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from backhaul DL reception to access DL/UL transmission/reception.
· Option 4: the access DL transmission timing at an RN is aligned to its backhaul UL transmission timing and the access UL reception timing at the RN is aligned to its backhaul DL reception timing. In this case, the access UL reception timing is not aligned to the access DL transmission timing. Figure 5 illustrates an example of timing relation with Option 4.
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Figure 5. Timing relation of Option 4
· Pros: the RN can transmit and receive signals on the backhaul and access links at the same time.
· Cons: the nodes in the network are not synchronized. Compared with Option 1, the RN needs more guard time for transition from access UL reception to backhaul UL transmission as well as from backhaul DL reception to access DL transmission.
Table 1 and Table 2 summarize the guard period requirements for switching between the DL and UL at the RN and UE, respectively. In the table, TP,X denotes the propagation delay between node X and its parent node whereas TS denotes the time duration required for  transmission and reception switch. Further specification work may or may not be needed to support the guard periods in IAB, which should be further investigated.

Table 1. Guard period required at RN.
	
	To backhaul DL reception
	To backhaul UL transmission
	To access DL transmission
	To access UL reception

	From backhaul DL

Reception
	Option 1
	-
	TS+2∙TP,RN
	TS+TP,RN
	TP,RN

	
	Option 2
	
	· 
	TS
	0

	
	Option 3
	
	· 
	TS+2∙TP,RN
	2∙TP,RN

	
	Option 4
	
	· 
	TS+2∙TP,RN
	0

	From backhaul UL transmission 
	Option 1
	TS-2∙TP,RN
	-
	0
	TS-TP,RN

	
	Option 2
	
	
	
	TS-2∙TP,RN

	
	Option 3
	
	
	
	TS

	
	Option 4
	
	
	
	TS-2∙TP,RN

	From access DL transmission
	Option 1
	TS-TP,RN
	TP,RN
	-
	TS

	
	Option 2
	TS
	2∙TP,RN
	
	TS

	
	Option 3
	TS-2∙TP,RN
	0
	
	TS

	
	Option 4
	TS-2∙TP,RN
	0
	
	TS-2∙TP,RN

	From access UL reception
	Option 1
	0
	TS+TP,RN
	TS
	-

	
	Option 2
	
	TS+2∙TP,RN
	TS
	

	
	Option 3
	
	TS
	TS
	

	
	Option 4
	
	TS+2∙TP,RN
	TS+2∙TP,RN
	


Table 2. Guard period required at UE.
	
	To access DL reception
	To access UL transmission

	From access DL reception 
	Option 1
	-
	TS+2∙TP,UE

	
	Option 2
	
	TS+2∙TP,UE

	
	Option 3
	
	TS+2∙TP,UE

	
	Option 4
	
	TS+2∙(TP,UE-TP,RN)

	From access UL transmission
	Option 1
	TS-2∙TP,UE
	-

	
	Option 2
	TS-2∙TP,UE
	

	
	Option 3
	TS-2∙TP,UE
	

	
	Option 4
	TS-2∙(TP,UE-TP,RN)
	


Proposal 4: Study and define RN’s DL transmission timing in access link.
2.5   Synchronization error accumulation
When using radio interface based synchronization, the synchronization errors introduced in wireless links may accumulate over multiple hops resulting in a larger overall synchronization error. The inaccurate synchronization could cause cross-link interference in TDD and may affect performance of advanced receiver and CoMP. To address this issue, the number of hops should be limited and/or the per-hop synchronization accuracy should be improved.
Table 3 shows an example of per-hop synchronization accuracy requirement δmax vs the number of backhaul hops Nhop in order to meet the overall synchronization accuracy requirement ∆max, which is set to 3 μs.

Table 3. Example of synchronization accuracy requirement.
	
	δmax = ∆max/Nhop [μs]

	Nhop = 1
	3

	Nhop = 2
	1.5

	Nhop = 3
	1

	Nhop = 4
	0.75


Proposal 5: When using radio interface based synchronization, the issue of synchronization error accumulation needs to be addressed. 
2.6   Impact of half-duplex constraint
When operating in half-duplex mode, a RN cannot receive the SS from the DN (or its parent RN) and transmit the SS to the UE (or the child RN) simultaneously. Therefore, synchronization resources used in adjacent hops of need to be orthogonal. To achieve this, SS burst of adjacent hops of can have half radio frame offset, as illustrated in Figure 6. 
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Figure 6. RN and DN use different half frames within the SS burst period to satisfy the half-duplex constraint
Similarly, PRACH resources used in adjacent hops need to be orthogonal. For PRACH transmission during initial access, as there is association between SSB resources and the corresponding PRACH resources, the PRACH resource orthogonality can be ensured given SSB resources of adjacent hops are orthogonal. For PRACH transmission for other purposes such as when UE is out of sync, or when UE does not have a PUCCH resource for SR, the PRACH transmission of adjacent hops need to be coordinated to avoid confliction. 
Proposal 6: Study the impact of half-duplex constraint on SSB and PRACH resource configuration in adjacent hops.
2.7   Additional information for UE/RN cell selection

In an IAB network, the E2E user perceived throughput would be affected by factors such as channel condition of the backhaul links, the number of hops, the backhaul link traffic load as well as the access link channel condition. When UE performs cell selection, the backhaul link condition should be factored in. To this end, three options can be considered. 
· Option 1: use access baring

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition
· Option 3: explicit signal information on backhaul link condition in MSI or OSI
Proposal 7: For UE or RN cell selection, the backhaul link condition should be factored in. Three options can be considered.
· Option 1: use access baring
· Option 2: adjust RSRP threshold in initial access based on backhaul link condition

· Option 3: explicit signal information on backhaul link condition in MSI or OSI

3   Scheduling and resource allocation
3.1   Resource allocation for backhaul and access links
Radio resource needs to be shared between backhaul and access links at an IAB RN, and the following three options can be used to partition resources for backhaul and access links.

· Option 1: backhaul and access resource allocation is semi-statically configured by L3 signalling by donor CU.

In this option, donor CU configures the backhaul and access resource allocation via L3 signalling. The resource allocation can be either to explicitly assign resource for each links or to assign a common resource pool for a group of links. In addition, the DL/UL transmission direction of the backhaul and access links can be configured. This option does not require L1 signalling. However, it is less flexible to timely adjust to traffic condition. 
· Option 2: backhaul and access resource allocation is dynamically configured in DCI by donor DU or parent RN.
In this option, donor DU or a parent RN assign resource for the backhaul link and its child RN’s access link via L1 signalling. The resource allocation can be either to explicitly assign resource for each links or to assign a common resource pool for a group of links. This option allows timely resource allocation adjustment based on traffic load. However, additional fields in backhaul DCI to indicate backhaul and access resource allocation could be needed. 
· Option 3: each RN autonomously schedules its access link resource.
In this option, an IAB RN can schedule its access link resource if it does not collide with the backhaul resource allocation decision already made by its DN. This option provides the most flexibility, but it can lead to heavy interference among RNs due to the lack of DN coordination.

Proposal 8: Study backhaul and access resource allocation options for an IAB system, considering specification impact, signalling overhead, system performance, complexity, and flexibility, etc. 

3.2   Access link scheduling
The scheduling decision of access links at IAB RNs can be made in either a centralized or a distributed way. The following options can be considered. 
· Option 1: each RN schedules its associated UEs and child RNs autonomously.
Each RN schedules its own associated UEs within allocated access link resources. No additional L1 signalling is required in this option. Access links in different RNs may interfere with each other.

· Option 2: all IAB RNs and UEs are scheduled by the donor node.
Scheduling decision of access link is made at the DN to enforce a centralized scheduling. IAB RNs are required to report its UEs’ (child RNs’) BSR and access link CSI to DN, and DN then propagate scheduling decision via RNs in the hops. Although this fully coordinated scheduling can eliminate intra-CU interference, the signaling overhead is high. It is less scalable to a multi-hop network.
· Option 3: each RN schedules access link, partially coordinated by the donor node.
In this option, each RN has the freedom to make its own scheduling decisions, but DN can impose some constraints, including access DL/UL direction, avoiding scheduling certain UE(s) temporarily to reduce access link interference, and etc. Additional signaling is needed from RN to DN to inform access link status, and donor may apply access link restrictions via RRC message or DCI.

Proposal 9: Study access link scheduling options, considering specification impact, signalling overhead and system performance. 
3.3   SR for access link

For both centralized and distributed scheduling and resource allocation mechanisms, IAB RN should be able to request resource for assess link. A conventional SR from an IAB RN only requests a backhaul UL grant from its donor for backhaul UL-SCH data transfer and BSR reporting. Therefore, IAB RN needs to have a new SR type to request resource for access link transmission (access DL) and/or reception (access UL). The new SR can be signalled via UCI over the backhaul PUCCH/PUSCH, thus additional SR indications are required in backhaul UCI.

Proposal 10: Study SR for access link at IAB RN and its signalling mechanism. 

4   Throughput enhancement

4.1   Impact of half-duplex constraint and multi-hopping on throughput and latency
With half-duplex constraint, the end-to-end latency increases as the number of hops increases. For a two hop relay link as showed in Figure 7, and assuming the backhaul link and the access link are about the same throughput, the time required to deliver a packet doubles due to transmission over two hops as illustrated in Figure 8.  
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Figure 7. Example of two hops relaying.
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Figure 8. Example of transmission scheme with a single RN connection

The impact on user perceived throughput is further evaluated in system level simulation as showed in Figure 9 REF _Ref510593690 \h 
 \* MERGEFORMAT  and Figure 10 REF _Ref510593692 \h 
 \* MERGEFORMAT . The simulation is done in a dense urban scenario with wired backhaul for macro TRP and wired or wireless backhaul for micro TRP. More detailed simulation assumptions can be found in Scenario 1 of Table 4 in the Appendix. For comparison, four test cases are simulated: 

· Case 1: all UEs connect to the macro TRP without the RN.
· Case 2: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP has fiber connection in backhaul.

· Case 3: UE can connect to either of the macro TRP or the RN based on highest RSRP. Micro TRP uses wireless backhauling with macro TRP as donor. 
· Case 4: all UEs connect to the micro TRP. Micro TRP uses wireless backhauling with macro TRP as donor. 
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Figure 9. Comparison of UPT for Cases 2 and 3
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Figure 10. Comparison of UPT for Cases 1, 3, and 4
Figure 9 shows UPT comparison for Cases 2 and 3. The 50th percentile DL UPT of Case 2 is around two times of that of Case 3 mainly because the end-to-end latency of Case 3 is almost doubled when the UE connects to the wireless backhauled micro TRP with half-duplex constraint. The gap between Cases 2 and 3 is reduced by 10% at around 80% percentile UPT mainly due to the UEs connect to macro TRP directly. Also, it can be observed that 9 micro TRPs outperforms 3 and 6 micro TRPs in Case 2 while 6 micro TRPs outperforms 3 and 9 micro TRPs in Case 3. The reason can be that when adding micro TRPs in Case 3, UEs tends to associate with micro TRPs based on highest RSRP. However, communication via micro TRPs with wireless backhaul adds delay. This result suggests that with wireless backhaul and half-duplex constraint, to fully benefit from densification, proper cell association need to be applied (as discussed in Section 2.7   of the paper).   
Figure 10 shows UPT comparison for Cases 1, 3, and 4. The results double confirms the observation in Figure 9 REF _Ref510593690 \h 
. The UPT performance of Cases 3 is improved than that of Cases 1 and 4 across all UPT regions as the UEs are allowed to connect to either of the macro TRP or micro TRP. At the 80%-tile of the UPT curves, Case 1 and Case 3 are close in UPT performance, which is the region that UEs directly connect to macro TRP. Case 4 outperforms Case 1 in low UPT region while underperforms in high UPT region. This suggests the benefit of relaying in coverage enhancement. 
To offset the impact of half-duplex constraint, one possible approach is to use multiple RN connections as follows.
· Option 1: alternatively transmit packets on the backhaul and access links through multiple RN connections.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs over N slots in a round-robin manner. Each RN forwards its received segment to the UE in the subsequent time slot. Figure 11 illustrates the transmission scheme of Option 1. This procedure is similarly derived for UL transmission.
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Figure 11. Example of transmission scheme of Option 1
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N+1 time slots.
· Cons: the concurrent transmission on the backhaul link and the access link may interfere with each other resulting in a reduced throughput.
· Option 2: joint transmission using MU-MIMO in the backhaul link and using CoMP in the access link.
Taking DL transmission in the two hops relaying scenario as an example, the DN sends N segments to N RNs simultaneously in one slot by MU-MIMO. Then, the RNs forward the segment to the UE simultaneously in the following slot by cooperative joint transmission. The DN does not send the new segments to the RNs while they are transmitting to the UE. Figure 12 illustrates the transmission scheme of Option 2. Note that the CoMP capacity in the access link is limited by the UE’s DL reception capacity. The N value is limited by the UE’s DL/UL reception/transmission capability. 
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Figure 12. Example of transmission scheme of Option 2
· Pros: the end-to-end delay can be reduced, e.g., delivering N segments to the UE requires N time slots.
· Cons: the cooperative RNs for DL transmission need to be synchronized in the time and frequency in order to avoid interference. 
Please note that the above described approaches helps in improve throughput from a link’s perspective, however, it may not help to improve overall system throughput when traffic load is high. As these approaches essentially consume additional resources to compensate for latency. 
Other approaches to reduce the end-to-end transmission delay is to improve the backhaul link capacity, e.g., extending UL MIMO capability or employing higher order modulation scheme, e.g., 1k QAM. 
Observation 1: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Proposal 11: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.

4.2   Interference management

In an IAB network, both backhaul link and access link could suffer from intra-cell, inter-cell and cross-link interferences. Interference could be minimized through central-controlled resource allocation and scheduling. However, central-controlled resource allocation and scheduling potentially adds to signalling overhead and may not timely reflect channel and traffic condition. 
To evaluate the interference distribution in the IAB network, system level simulation is done by comparing the SINR and SNR performance in a two-layer dense urban scenario. Fiber backhaul is assumed for macro TRPs and IAB is assumed for micro TRPs. The micro TRPs are deployed at cell edge. In the simulation, full buffer traffic is assume in DL and UL. The macro schedules one macro-micro backhaul transmission at a time. The other micros that are not scheduled in the backhaul link will schedule their own access link transmission. A same TDD configuration is assumed among macro and micro cells. More detailed simulation assumptions are summarized in Scenario 2 of Table 4 in the Appendix. For comparison, three deployment cases are simulated: 

· Case 1: macro TRPs only. Figure 13 REF _Ref510508293 \h 
 illustrates an example of Case 1.
· Case 2: macro TRPs and a micro TRP per macro TRP. Figure 14 REF _Ref510508279 \h 
 illustrates an example of Case 2.
· Case 3: macro TRPs and three micro TRPs per macro TRP. Figure 15 REF _Ref510508297 \h 
 illustrates an example of Case 3.
[image: image13.emf]-1000 -800 -600 -400 -200 0 200 400 600 800 1000

x (m)

-800

-600

-400

-200

0

200

400

600

y

 

(

m

)

BS

UE


Figure 13. Example of deployment of Case 1; macro TRP only
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Figure 14. Example of deployment of Case 2; macro TRPs and a micro TRP per macro TRP
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Figure 15. Example of deployment of Case 3; macro TRPs and three micro TRPs per macro TRP
Figure 16 REF _Ref510482562 \h 
 shows the SINR and SNR performance in DL transmission, where the curves marked with ‘x’ represent the SNR performance and those without ‘x’ represent the SINR performance. The gap between the SINR and SNR is observed only at mid-to-high SINR range in the access link, whereas the gap is observed over the whole SINR range in the backhaul link. In the backhaul link, the dense deployment of RNs near cell-edge causes RN-RN cross-link interference resulting in up to 5dB interference. It is also observed that as the number of RNs increases, the gap between the SINR and SNR increases mainly due to the increased RN-RN interference in the backhaul link and the increased RN-UE interference in the access link. 
[image: image16.emf]
Figure 16. CDF of SINR and SNR for DL transmission
Figure 17 shows the SINR and SNR curves in UL transmission. In the access link, the gap between SINR and SNR is smaller than 1dB mainly due to the reduced cross-tier interference through beamforming towards the macro TRP at the RN. In the backhaul link, the gap between SINR and SNR is almost closed to zero due to the weak interference UE-to-BS and RN-to-BS. These results exemplify that different types of interference sources affect the performance and proper interference management schemes need to be investigated.
[image: image17.emf]
Figure 17. CDF of SINR and SNR for UL transmission
Observation 2: With full frequency reuse between the backhaul link and access links, different types of interference sources affect the performance. 
Proposal 12: Study interference management schemes for enabling throughput enhancement and strive to leverage existing NR interference management solutions. 

5   CSI feedback and Measurement reporting

In an IAB network, the RN’s UE function would do CSI feedback for the backhaul link, following the L1 signalling mechanisms defined for access link. In addition, the donor node or a parent RN may need to know the CSI of the access link. To achieve this, a RN will need to convey the access link CSI to its parent node. New L1 CSI feedback signalling would need to be defined for this purpose.   
On L3 measurement reporting, the UE function of each node in the IAB topology would do measurement reporting for its access link via RRC signalling. In a CU-DU split architecture, as CU will terminate CP for all its serving nodes, the CU would have L3 measurement reporting of all the access and backhaul links.  
Proposal 13: Study CSI feedback mechanism for RN to report CSI for its access and backhaul links. 
6   Conclusion

In this contribution, we discussed RAN1 related issues in IAB including synchronization, initial access, scheduling and resource allocation, and throughput enhancement. The observations and proposals are summarized as follows. 
Observation 1: IAB relaying is effective in improving coverage. But the user perceived throughput could be undermined due to half-duplexed constraint. 
Observation 2: With full frequency reuse between the backhaul link and access links, different types of interference sources affect the performance.
Proposal 1: Study the following options on synchronization source for IAB node’s DU function.
· Option 1: synchronization signal of donor DU or RN’s parent DU

· Option 2: GNSS
Proposal 2: Study the following options on RN’s DU ID.
· Option 1: each RN has a cell ID

· Option 2: multiple RNs share a cell ID
Proposal 3: Study mechanisms on SSB resources allocation among RNs sharing a same cell ID.
Proposal 4: Study and define RN’s DL transmission timing in access link.
Proposal 5: When using radio interface based synchronization, the issue of synchronization error accumulation needs to be addressed.
Proposal 6: Study the impact of half-duplex constraint on SSB and PRACH resource configuration in adjacent hops. 
Proposal 7: For UE or RN cell selection, the backhaul link condition should be factored in. Three options can be studied.
· Option 1: use access baring

· Option 2: adjust RSRP threshold in initial access based on backhaul link condition

· Option 3: explicit signal information on backhaul link condition in MSI or OSI

Proposal 8: Study backhaul and access resource allocation options for an IAB system, considering specification impact, signalling overhead, system performance, complexity, and flexibility, etc.
Proposal 9: Study access link scheduling options, considering specification impact, signalling overhead and system performance. 
Proposal 10: Study SR for access link at IAB RN and its signalling mechanism. 
Proposal 11: Study approaches to offset the impact of half-duplex constraint on per link and overall system performance.
Proposal 12: Study interference management schemes for enabling throughput enhancement and strive to leverage existing NR interference management solutions.

Proposal 13: Study CSI feedback mechanism for RN to report CSI for its access and backhaul links.
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Appendix
Table 4. System level simulation parameters.

	
	Scenario 1
	Scenario 2

	Layout 
	Dense urban [2]
	Dense urban [2]

	Macro layer ISD
	200 m
	500 m

	Number of micro RNs
	0, 3, 6, and 9 (*)
	0, 1, and 3 (**)

	Number of UEs per Macro cell
	30
	10

	Antenna configuration
	Macro: (4, 8, 2, 2, 2)

Micro: (2, 4, 2, 1, 2)

UE: (2, 4, 2, 1, 2)
	Macro: (4, 8, 2, 2, 2)

Micro: (4, 8, 2, 2, 2)

UE: (2, 4, 2, 1, 2)

	Maximum Tx power 
	Macro: 43 dBm

Micro: 23 dBm 

UE: 23 dBm
	Macro: 43 dBm

Micro: 43 dBm 

UE: 23 dBm

	Noise figure
	Macro: 7 dB

Micro: 11 dB

UE: 11 dB
	Macro: 7 dB

Micro: 7 dB

UE: 13 dB

	Carrier frequency
	28 GHz 
	30 GHz

	Bandwidth
	800 MHz
	800 MHz

	Number of hops
	2
	2

	Receiver type
	MMSE-IRC
	MMSE-IRC

	(*) The micro RNs are uniformly randomly deployed within the coverage area of macro TRP [2].

(**) A micro RN is placed at the 0⁰ of the associated macro TRP and three micro RNs are placed at the -30⁰, 0⁰, 30⁰ of the associated macro TRP with macro TRP-micro RN distance = 250 m.
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