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Introduction
Pertinent agreements and progresses made on beam failure recovery in RAN1 AdHoc 201801 [1] and email discussion can be summarized as follows:
	Agreement: 
· 
Indication of beam failure instance to higher layer is periodic and indication interval is determined by the shortest periodicity of BFD RS , which is also lower bounded by [10] ms.
· Note: if the evaluation is below beam failure instance BLER threshold, there is no indication to higher layer.
·  PHY provides to higher layer one or more sets of {beam RS index, L1-RSRP measurement} that satisfies the L1-RSRP threshold upon higher layer request.

Agreement:
Behaviour of Beam-failure-recovery-Timer
· Start Beam-failure-recovery-Timer upon beam failure detection event declared by UE
· Stop Beam-failure-recovery-Timer upon reception of gNB response for beam failure recovery request transmission




[bookmark: _GoBack]This contribution addresses a few remaining issues of beam failure recovery, including the beam failure timer, periodicity of reporting beam failure instance, reporting new beam and some other issues.
Discussions
1 
2 
Reporting Beam Failure Instance



In current design, the periodicity of reporting beam failure instance is equal to the shortest transmission periodicity of beam failure RSs in set . And the beam failure event is declared when the number of consecutive beam failure instances achieves some configured threshold.  In our view, such design of reporting periodicity has a critical problem. The consequence is when beam failure event is declared, the number of failed instances of beam failure RSs other than the one with shortest periodicity is random. An example in Figure 1 can illustrate this problem. In the example shown in Figure 1, there are RSs in set . The beam failure instance reporting periodicity is equal to the periodicity of RS #1 that has the shortest. The threshold BeamFailureInstanceMaxCount is set to 5. RS #2 in set  has longer periodicity than RS #1. Three different examples of RS#2 with different periodicity are shown in Figure 1. As we can observe, when beam failure event is declared, there is one failed instance of example #3, but there are two failed instances of example #2 of RS#2 and three failed instances of example #3 of RS #2. 
[image: ]
Figure 1

The problem described above is caused by that in current design, the longest periodicity is not considered in determining the reporting frequency. To resolve that issue, the reporting periodicity shall take into account the largest periodicity of beam failure RSs. One simple solution can be the reporting periodicity is equal to the largest transmission periodicity of RSs in set .
Proposal 1: The periodicity of indicating beam failure instance to higher layer shall take into account the largest periodicity of beam failure RS:
· One solution can be is equal to the largest periodicity of beam failure RS and upper bounded by 10ms. 
The following table provides the corresponding text proposal for Proposal 1:
	Text proposal for Proposal 1:
In TS 38.213
Section 6 Link Reconfiguration Procedures
…



The physical layer in the UE shall, in slots where the radio link quality according to the set  is assessed, provide an indication to higher layers when the radio link quality for all corresponding resource configurations in the set  that the UE uses to assess the radio link quality is worse than the threshold Qout,LR. The physical layer informs the higher layers when the radio link quality is worse than the threshold Qout,LR with a periodicity determined by the maximum minimum between the shortest largest periodicity of periodic CSI-RS configurations or SS/PBCH blocks in the set  and X 10ms.  
…



Beam Failure Timer
One beam failure timer is necessary for the case when no new candidate beam with L1-RSRP larger than threshold can be found. In our understanding, the higher layer would ask PHY layer to report one new qualified beam for beam failure recovery request transmission on contention-free channel after beam failure even is declared. If PHY layer cannot find any beam that have good quality of L1-RSRP, the UE shall cease the attempt of beam failure recovery transmission on contention-free channel at some time point. Therefore, beam failure timer is needed. 
The beam failure timer shall be started when beam failure event is declared and the timer shall be stopped when at least one new beam with L1-RSRP > threshold is found. When some new beam can be found before the beam failure timer expires, the UE shall stop the timer and begin to transmit beam failure recovery request on contention-free channel until a proper gNB response is reived or the maximal number of beam failure recovery request transmission is reach. When no new beam can be found and the beam failure timer expires, the UE shall stop the attempt on contention-free channel.
Proposal 2: Beam failure timer is supported for contention-free channel:
· Start the beam failure timer when beam failure event is declared and stop the beam failure timer when one new beam is found.
· When beam failure timer expires, the UE shall stop attempting transmission on contention-free channel.
New candidate beam selection
A UE can be configured with two RS sets, beam failure RS set and new candidate beam RS set. When beam failure is declared, the UE shall report one or more CSI-RS resources indexes and/or SS/PBCH block indexes from new candidate beam RS set, whose L1-RSRP measurement is not less than the new beam identification threshold. Then the higher layer will choose one from those reported RS IDs as the new the beam and the indicate PHY layer to transmit beam failure recovery request on UL resource associated with the selected new beam. The beam failure RS set and new candidate beam RS set might have some overlap on some CSI-RS resources or SS/PBCH blocks. When they have overlap, the UE could choose a new beam that is in both sets because different metrics are used for beam failure detection and new beam identification. To avoid choosing an already-failed beam as new candidate beam, the UE shall not choose one RS ID that is in both sets as the new candidate beam for beam failure request transmission.
Proposal 3: The PHY layer shall not report a beam that is contained in both beam failure RS set and new candidate beam RS set to higher layers.
This clarification is needed to avoid some error case. For example, if the UE find only one RS with L1-RSRP > threshold but this RS is also in beam failure RS set, the UE shall not report this RS ID to higher layer for beam failure recovery request transmission.  
The following table provides the corresponding text proposal for Proposal 3:
	Text proposal for Proposal 2:
In TS 38.213
Section 6 Link Reconfiguration Procedures
…


Upon request from higher layers, the UE shall provide to higher layers the periodic CSI-RS configuration indexes and/or SS/PBCH block indexes from the set  and the corresponding L1-RSRP measurements that are larger than or equal to Qin,LR. The reported periodic CSI-RS configuration indexes and SS/PBCH block indexes shall not be one CSI-RS configuration index or SS/PBCH block index contained in set .
…


PDCCH Monitoring
After sending beam failure recovery request, the UE would monitor a search space defined on beam failure CORESET for gNB’s response. In current design, any DCI format with CRC scrambled by C-RNTI received from that search space is defined as the gNB’s response to one beam failure recovery request. We can notice that the only use case for this dedicated defined beam failure CORESET is to schedule some downlink and uplink transmission used to transmit the high layer message to re-configure the QCL configuration for those failed ‘normal’ CORESETs. Therefore, we propose to only monitor DCI formats 0_0 and 1_0 on beam failure CORESET:
1) It can reduce the UE complexity.
2) Fall back DCI formats are sufficient to schedule downlink and uplink transmission to transmit the high layer control message to re-configure those QCL. 

Proposal 4: The UE only monitors DCI format 0_0 and 1_0 in search space defined on beam failure recovery CORESET for gNB’s response to beam failure recovery request.

The following table provides the corresponding text proposal for Proposal 4:
	Text proposal for Proposal 2:
In TS 38.213
Section 6 Link Reconfiguration Procedures
…




A UE is configured with one control resource set by higher layer parameter Beam-failure-Recovery-Response-CORESET and with an associated search space provided by higher layer parameter search-space-config, as described in subcaluse 10.1, for monitoring PDCCH in the control resource set. The UE may receive from higher layers, by parameter Beam-failure-recovery-request-RACH-Resource, a configuration for a PRACH transmission as described in Subclause 8.1. For PRACH transmission in slot  and according to antenna port quasi co-location parameters associated with periodic CSI-RS configuration or SS/PBCH block with index , the UE monitors PDCCH for detection of a DCI formats 0_0 and 1_0 with CRC scrambled by C-RNTI starting from slot  within a window configured by higher layer parameter Beam-failure-recovery-request-window, and . For PDSCH reception, the UE assumes the same antenna port quasi-collocation parameters as for monitoring PDCCH until the UE receives by higher layers an activation for a TCI state or a parameter TCI-StatesPDCCH. The UE determines the index  based on TBD.



Configure Beam Failure RS
In our current design, beam failure RS can be configured through RRC signalling. Such design would meet latency issue due to the MAC-CE-based PDCCH beam indication. For PDCCH, RRC signalling is used to configure a set of K TCI states for a control resource set and then MAC-CE signalling is used to select one from those configured K as the active TCI state for the QCL configuration to that control resource set. With such setup, we meet the following latency issue. We use MAC-CE signalling to change and switch the beam for PDCCH. When the beams for one control resource set is switched, we would need to send a new RRC signalling to configure a beam failure RS for the corresponding control resource set. Different latency of MAC-CE signalling and RRC would cause misalignment to beam failure detection.

Proposal 5: Use MAC-CE signalling to configure and update beam failure RS set .
Conclusions
In this contribution, the remaining details for beam failure recovery mechanism are discussed. Based on the discussion, the following proposals are provided:
Proposal 1: The periodicity of indicating beam failure instance to higher layer shall take into account the largest periodicity of beam failure RS:
· One solution can be is equal to the largest periodicity of beam failure RS and upper bounded by 10ms. 
Proposal 2: Beam failure timer is supported for contention-free channel:
· Start the beam failure timer when beam failure event is declared and stop the beam failure timer when one new beam is found.
· When beam failure timer expires, the UE shall stop attempting transmission on contention-free channel.
Proposal 3: The PHY layer shall not report a beam that is contained in both beam failure RS set and new candidate beam RS set to higher layers.
Proposal 4: The UE only monitors DCI format 0_0 and 1_0 in search space defined on beam failure recovery CORESET for gNB’s response to beam failure recovery request.

Proposal 5: Use MAC-CE signalling to configure and update beam failure RS set.
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