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1 Introduction
In RAN1#90, the following agreements were reached [1]:
Agreement:
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order
Agreement: (as a good compromise considering self-decodability, performance and complexity)
· When LBRM is not applied, fix RVs {0,1,2,3} at {0,17,33,56} x Z for BG1 and {0,13,25,43} x Z for BG2

Furthermore, in RAN1#90bis it was agreed not to support reverse mapping [2]:
Agreements: 
· Reverse mapping is not supported. 
· Working assumption is confirmed that interleaver is located after the whole rate matching functionality including repetition

Systematic bit priority has been agreed to improve the performance of RV0 when decoded on its own. In this contribution we show the benefits of also supporting systematic bit priority for the self-decodable RV3. This contribution is an update of R1-1717989.
2 Systematic Bit Priority for Self-Decodable RV3
We consider the row-column interleaver as applied to RV3. Like RV0, RV3 is self-decodable and therefore useful in situations where RV0 is not necessarily correctly received. Note however that unlike RV0, the first bits in RV3 do not correspond to systematic bits. This means that when applying the agreed row-column interleaver, systematic bits are not mapped to more reliable bit positions. As an example, consider how the row-column interleaver writes the bits for natural order and systematic bit priority order, shown in Figure 1. The blue and red dots correspond to systematic and parity bits respectively. In the top figure, the parity bits at the end of the circular buffer are filled in first, followed by the systematic bits. Note that the systematic bits are mapped to the least reliable positions. In the bottom figure, the bits are reordered to achieve systematic bit priority. 
[image: ]
[bookmark: _Ref494762584]Figure 1: Natural order versus systematic bit priority order for RV3. Red dots: parity bits; Blue dots: systematic bits

Achieving systematic bit priority for RV3 is straightforward. For base graph #1, either by placing the block of 10·Z parity bits at the end of the circular buffer after the other bits in the codeword when reading from the circular buffer, or by reading as normal from the circular buffer, but writing them into the row column interleaver starting at position 10·Z from the end. For base graph #2, there are 7·Z parity bits (instead of 10·Z) and the starting positions are adjusted accordingly. In fact, if the transmitter produces RV3 by reencoding the TB, it is less complex to use the systematic bit priority order, since this is the order in which the bits appear in the LDPC codeword.
2.1 Results for base graph #1
We now show simulation results comparing systematic bit priority order with the natural order (only systematic bit priority for RV0) agreed in RAN1#90. For 16QAM, the two schemes have similar performance, but for 64QAM and 256QAM the systematic bit priority order shows gains up to 0.45 dB. The gains are relatively independent of code rate.
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Figure 3: Systematic bit priority vs natural order for 16QAM.
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Figure 4: Systematic bit priority vs natural order for 64QAM.
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Figure 5: Systematic bit priority vs natural order for 256QAM.

Observation 1 [bookmark: _Hlk498599004]Systematic bit priority order for RV3 using base graph #1 shows gains of up to 0.45 dB for 64QAM and 256QAM.
As a comparison, we copy the table from [3] showing the gains from a systematic bit priority interleaver for RV0 vs no interleaver. We note that the gains by systematic bit priority for RV3 are in fact higher than for RV0.

	AWGN
	8/9
	5/6
	3/4
	2/3
	1/2
	2/5
	1/3

	256QAM
	0.06
	0.08
	0.19
	0.26
	0.14
	0.26
	0.37

	64QAM
	0.04
	0.04
	0.13
	0.12
	0.02
	0.28
	0.18

	16QAM
	0.00
	0.02
	0.06
	0.08
	-0.07
	0.05
	0.04

	QPSK
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00



2.2 Results for base graph #2
Simulation results for base graph #2 and different modulations are shown in Figure 7, Figure 8 and Figure 9. There is a consistent gain by systematic bit priority for both 16QAM, 64QAM and 256QAM. In the simulations we have considered the range of code rates used for each constellation size in the LTE MCS table. However, for 64QAM and 256QAM, RV3 with code rates above R > 0.7 could not be decoded either with or without the systematic bit priority.
Observation 2 [bookmark: _Hlk498599024]Systematic bit priority order for RV3 using base graph #2 shows gains of up to 0.83 dB for 16QAM, 1.4 dB for 64QAM and 2.3 dB for 256QAM.
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[bookmark: _Ref495050458]Figure 7: Systematic bit priority vs natural order for base graph #2 and 16QAM.
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[bookmark: _Ref495050460]Figure 8: Systematic bit priority vs natural order for base graph #2 and 64QAM.
[image: ]
[bookmark: _Ref495050462]Figure 9: Systematic bit priority vs natural order for base graph #2 and 256QAM.
Based on the observations we propose the following:
1. Adopt systematic bit priority order for RV3.
3 Conclusions
In this contribution we made the following observations:
Observation 1 Systematic bit priority order for RV3 using base graph #1 shows gains of up to 0.45 dB for 64QAM and 256QAM.
Observation 2 Systematic bit priority order for RV3 using base graph #2 shows gains of up to 0.83 dB for 16QAM, 1.4 dB for 64QAM and 2.3 dB for 256QAM.
Based on the discussion in this contribution we propose the following:
1. Adopt systematic bit priority order for RV3.
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