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1 Introduction
In RAN1#90, the following agreements were reached:
Agreements:
· For DL data channel, the modulated symbol stream associated with a codeword (CW) is only mapped to the allocated resource with the following order in Rel-15 NR:
· First across layers associated with the codeword (CW), then across subcarriers (frequency) and then across OFDM symbols (time)
· For UL data channel with CP-OFDM waveform, support the same layer mapping procedure with DL
· No frequency and/or time interleaving is supported in Rel-15 NR
· FFS for DFT-s-OFDM uplink with and without frequency hopping
Note that additional layer correspondence can be a separate discussion from 3 to 8 layers
Agreement:
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order
Agreement: (as a good compromise considering self-decodability, performance and complexity)
· When LBRM is not applied, fix RVs {0,1,2,3} at {0,17,33,56} x Z for BG1 and {0,13,25,43} x Z for BG2


This contribution is an update of R1-1717989, now containing also results for the improved self-decodability achieved by systematic bit priority of RV3 for base graph #2.
2 Reordering of Code Blocks for NR HARQ
For NR, several factors may cause a code block prone to failure even when HARQ retransmission is sent. This happens when modulation symbols of a given CB consistently experience deep fade -like channel condition in repeated transmission of the same CB. In this contribution, we give examples of when this problem may occur.
One possible solution would be to support interleaving in time and frequency in NR. However, it has recently been agreed under the multi-antenna agenda item that no frequency and/or time interleaving is supported in Rel-15 NR. This leads us to look for alternative solutions
2.1 Scenarios where Code Block Reordering is Beneficial
In this section, we point at a few scenarios where it is likely that transmission of one or a few CBs will not succeed even after several retransmissions.
Code block experiences deep fading
In one scenario, the modulation symbols of the CB are located at a frequency location that experience deep fading channel condition, and its retransmission is put on the same frequency location. With very wide bandwidth and high order modulation and/or high spatial multiplexing, a CB occupies a very small fraction in the frequency domain. The CB can be trapped in a fading dip. Assuming same/similar allocation sizes, transmitting a new RV does not address the problem because all bits from all RVs are all in the same dip.
UE RX filtering
In another scenario, due to the UE RX filtering, the code blocks mapped to the edges in frequency will have degraded performance, as if there is constant fading at the frequency edges. This is particularly obvious when UE is requested to achieve the maximum DL data rate, which is associated with high code rate, high modulation order, and high number of MIMO layers.
Transient times with degraded signal quality
In yet another scenario, UE experiences the problem of transient times, during which the signal quality is degraded. Power amplifiers (PA) cannot infinitely fast change their power levels, e.g. change from one power level to another or switch on/off. Instead of an intermediate power level switch, the PA output power gradually approaches the target power level. The majority of these power changes happen within a so called transient time. The gradient of power changes is typically not specified and can neither easily be determined by the receiver. Furthermore, the phase of the output signal may change during the transient time. A similar problem can occur if the frequency allocation changes, either the total allocated bandwidth or the location of the allocated bandwidth. One example is for example frequency-hopping. If the hopping happens within the configured UE bandwidth the transient time is probably short, but can still be larger than zero if e.g. the UE needs to switch filter and/or needs to reduce power to fulfill out-of-band-emission after the frequency-hop. If the frequency-hopping is done outside the UE configured bandwidth the UE needs to retune its local oscillator which also results in a – typically longer – transient time.
Observation 1 There exist several scenarios where it is likely that transmission of one or a few CBs will not succeed even after several retransmissions.
2.2 Reordering of Code Blocks for HARQ
By reordering the code blocks of a TB in retransmissions, a diversity effect is achieved between the HARQ (re)transmissions of a CB. The diversity ensures that a CB will not be trapped in a fading dip.
Reordering in units of code blocks also has the benefit that decoding of each code block can start right away without waiting for all code blocks to be received. This keeps the decoding latency for a TB low.
There are many different ways to reorder the CBs before retransmission such that one CB is unlikely to end up being scheduled in the same frequency range as it was scheduled in during the previous transmission. For example, the code blocks of a given TB may be lined up in a circle and read-out from the circle with different starting points for each retransmission.
To show the benefit of code block reordering for retransmissions, we consider the UE RX filtering scenario described above. We model the UE RX filtering simply by puncturing the first block of modulation symbols in the affected CB. We assume that pilots in the affected region are also affected by the deep fade-like conditions and that the channel decoder has perfect knowledge of which symbols that have been punctured. Furthermore, decoding is performed with the sum-product algorithm and a maximum of 50 decoding iterations. Figure 1 shows the performance after the second transmission when the first block of modulation symbols are lost due to deep fade-like channel conditions. The CB affected by the bad channel conditions will typically not be successfully decoded after the first transmission even if the number of affected symbols is small. In the figure we show two types of results:
1) X lost symbols
The X first symbols in both transmissions are affected by the deep fade-like channel conditions, modelled through puncturing of the first X symbols. The LLRs of these symbols are set to 0 in the decoder.
2) X lost symbols – reordered CBs
The first X symbols in the first transmission are affected by the deep fade-like channel conditions, modelled through puncturing. In the retransmission, because of the reordering, we assume that some other code block experiences the bad channel conditions due to UE RX filtering. Since we only consider the first CB in the TB in the simulation, this is modelled through no puncturing in the second transmission.
The performance after a retransmission is obviously worse if some modulation symbols experience deep fade-like channel conditions, but even though several modulation symbols in the first transmission are lost/punctured, the code block is likely to be successfully received after the first transmission. If a large portion of the CB is lost/punctured, it cannot be decoded after the second transmission either. In the scenario considered here, this occurs when 600 modulation symbols are lost/punctured. With K=8448, 256QAM and R=0.95, this corresponds to 54% of the coded bits in the CB (assuming only one MIMO layer).
Observation 2 Reordering of code blocks in a TB in retransmissions improves the performance significantly when the modulation symbols of the CB are located at a frequency location that experience deep fade-like channel conditions in the first transmission.

To achieve the code block re-ordering effect without adding signaling overhead, the starting CB index can be determined by the RV index. For example:
· RV0: start with CB index #0;
· RV1: start with CB index ceil(NCB/5) and wrap around.
· RV2: start with CB index 2×ceil(NCB/5) and wrap around.
· RV3: start with CB index 3×ceil(NCB/5) and wrap around.

Based on the above discussion and results we have the following proposal:
1. The code blocks of a TB are reordered in retransmissions.
1. Reordering the code blocks in retransmissions is achieved by defining the starting CB index as a function of the RV.
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[bookmark: _Ref494739019]Figure 1: Performance after second transmission when the first symbols are lost due to deep fade-like channel conditions.
3 [bookmark: _GoBack]Systematic Bit Priority for Self-Decodable RV3
In this section we consider the row-column interleaver as applied to RV3. Like RV0, RV3 is self-decodable and therefore useful in situations where RV0 is not necessarily correctly received. Note however that unlike RV0, the first bits in RV3 do not correspond to systematic bits. This means that when applying the agreed row-column interleaver, systematic bits are not mapped to more reliable bit positions. As an example, consider the situation in Figure 2. The blue and red dots correspond to systematic and parity bits respectively. In the top figure, the parity bits at the end of the circular buffer are filled in first, followed by the systematic bits. Note that the systematic bits are mapped to the lest reliable positions. In the bottom figure, the bits are reordered to achieve systematic bit priority. 

[image: ]
[bookmark: _Ref494762584]Figure 2: Natural order versus systematic bit priority order for RV3. Red dots: parity bits; Blue dots: systematic bits

Note that achieving systematic bit priority for RV3 is straightforward, either by placing the block of 10*Z parity bits at the end of the circular buffer after the other bits in the codeword when reading from the circular buffer, or by reading as normal from the circular buffer, but writing them into the row column interleaver starting at position 10*Z from the end. In fact, if the transmitter produces RV3 by reencoding the TB, it is less complex to use the systematic bit priority order, since this is the order in which the bits appear in the LDPC codeword.
Results for base graph #1
We now show simulation results comparing systematic bit priority order with the natural order (only systematic bit priority for RV0) agreed in RAN1#90. For 16QAM, the two schemes have similar performance, but for 64QAM and 256QAM the systematic bit priority order shows gains up to 0.45 dB. The gains are relatively independent of code rate.
[image: ]
Figure 3: Systematic bit priority vs natural order for 16QAM.
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Figure 4: Systematic bit priority vs natural order for 64QAM.
[image: ]
Figure 5: Systematic bit priority vs natural order for 256QAM.

Observation 3 Systematic bit priority order for RV3 using base graph #1 shows gains of up to 0.45 dB for 64QAM and 256 QAM.
As a comparison, we copy the table from [2] showing the gains from a systematic bit priority interleaver for RV0 vs no interleaver. We note that the gains by systematic bit priority for RV3 are in fact higher than for RV0.

	AWGN
	8/9
	5/6
	3/4
	2/3
	1/2
	2/5
	1/3

	256QAM
	0.06
	0.08
	0.19
	0.26
	0.14
	0.26
	0.37

	64QAM
	0.04
	0.04
	0.13
	0.12
	0.02
	0.28
	0.18

	16QAM
	0.00
	0.02
	0.06
	0.08
	-0.07
	0.05
	0.04

	QPSK
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00
	0.00




Results for base graph #2
Simulation results for base graph #2 and different modulations are shown in Figure 6, Figure 7 and Figure 8. There is a consistent gain by systematic bit priority for both 16QAM, 64QAM and 256QAM. In the simulations we have considered the range of code rates used for each constellation size in the LTE MCS table. However, for 64QAM and 256QAM, code rates above R > 0.7 could not be decoded either with or without the systematic bit priority.
Observation 4 Systematic bit priority order for RV3 using base graph #2 shows gains of up to 0.83 dB for 16QAM, 1.4 dB for 64QAM and 2.3 dB for 256 QAM.
[image: ]
[bookmark: _Ref495050458]Figure 6: Systematic bit priority vs natural order for base graph #2 and 16QAM.
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[bookmark: _Ref495050460]Figure 7: Systematic bit priority vs natural order for base graph #2 and 64QAM.
[image: ]
[bookmark: _Ref495050462]Figure 8: Systematic bit priority vs natural order for base graph #2 and 256QAM.
Based on the observations we propose the following:
1. Adopt systematic bit priority order for RV3.
4 Conclusions
In this contribution we made the following observations:

Observation 1 There exist several scenarios where it is likely that transmission of one or a few CBs will not succeed even after several retransmissions.
Observation 2 Reordering of code blocks in a TB in retransmissions improves the performance significantly when the modulation symbols of the CB are located at a frequency location that experience deep fade-like channel conditions in the first transmission.
Observation 3 Systematic bit priority order for RV3 shows gains of up to 0.45 dB for 64QAM and 256 QAM.

Based on the discussion in this contribution we propose the following:
1. The code blocks of a TB are reordered in retransmissions.
1. Reordering the code blocks in retransmissions is achieved by defining the starting CB index as a function of the RV.
1. Adopt systematic bit priority order for RV3.
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