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1 	Introduction
In RAN1 NR Ad-Hoc #2 meeting, the following agreement was made on use of LDPC base graphs [1], 
Agreement:
· Base graph #1 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS > X or code rate of the initial transmission > Y
· Base graph #2 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS <= X and code rate of the initial transmission <= Y
· Working assumption : X = 2560 and Y = 0.67
· FFS after PCM decisions if X can be extended to 3840 and/or Y can be extended to 0.75
To be checked how the receiver knows in each case the code rate of the initial transmission, and how exactly it is defined. 
FFS whether some UE capabilities may be possible that do not require the implementation of both base graphs. 

In Ran1 #90 meeting, the X and Y were agreed as below [2]. 

Agreement: 
X=3840
Y=0.67

Further discussion at lower block size performance happened in Ran1 NR AH#3, and following working assumption was made there on the use of base graphs [3]. 
Working Assumption:
· Use base graph #1 for combinations of block lengths K>308 and code rates (as defined in previous email discussion) R>2/3.
· Base graph #2 may be used for block lengths K≤308 and code rates R>2/3, but the scheduler should take into account that no base graph is optimized for this region of K and R and therefore allow extra link adaptation margin.
To be confirmed at RAN1#90bis
Moreover, highest code rate support of each base graphs should be decided in Ran1 #90bis meeting. 
Conclusion:
FFS until RAN1#90bis what is the highest code rate supportable by each BG with acceptable performance.
In this contribution, we investigate the highest code rates that can be supported with base graphs and see the performance difference between BG#1 and BG#2 near 300-bit block size.   
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]2.    Discussion
2.1    Use of BG#2 at lower blocks with higher rates
The BG#2 is mainly designed, evaluated, and selected based on the performance evaluations from 40 to 2560 bits of code block sizes and rates from 2/3 to 1/5. The working assumption made in Ran1 NR AH#3 mainly based on rate ¾ performance spikes at particular block sizes with BG#1. In Figure 1 and 2 we provide the analysis for the 1% and 0.01% BLER for rates ¾ and 5/6. We see the same difference between BG#1 and BG#2 at rate 3/4, but it seems that BG#1 becomes better again at rate 5/6. Therefore, a careful investigation may be needed before confirming the working assumption. Also, it may be possible to reduce the Kb from 22 to a lower number is such lower blocks required to support with BG#1. This principle is used for BG#2 when supporting lower K. 
Proposal 1: Evolutions on other rates (rates above 2/3) are needed before confirming the working assumption. Different optimizations may be available in the case BG#1 needs to support lower block sizes. 
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Figure 1: BLER = 0.01 with BG#1 and BG#2 for lower block sizes. 
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Figure 2: BLER = 0.0001 with BG#1 and BG#2 for lower block sizes. 


2.2    Highest rates supported by BG#1 and BG#2. 
Figure 3 shows the BLER for rates above 8/9 for BG#1. We used 1000 block size for the initial test and checked the largest block size with the max rate. It seems that BG#1 can support rate 0.97 without any visible error floors. Similarly, we checked higher rates with BG#2, and provided in Figure 4. At 1000 block size, BG#2 can support rates around 0.84. We have not check much higher rates as that is anyways out of the BG#2 scope. As we have a working assumption to support lower K with BG#2, we checked much higher rates (near 0.9). It seems that BG#2 is capable of supporting rates above 0.9 without concerns. 
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Figure 3: Higher code rates of BG#1. 
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Figure 4: Higher code rates for BG#2. 
Proposal 2: Both BGs can support higher code rates above 15/16. Having a highest MCS level supporting rate 15/16 should be sufficient for NR to achieve good spectral efficiency.  
3 	Conclusions
In this contribution, we discuss the remaining details of use of LDPC base graphs and we have following proposals, 
Proposal 1: Evolutions on other rates (rates above 2/3) are needed before confirming the working assumption. Different optimizations may be available in the case BG#1 needs to support lower block sizes. 
[bookmark: _GoBack]Proposal 2: Both BGs can support higher code rates above 15/16. Having a highest MCS level supporting rate 15/16 should be sufficient for NR to achieve good spectral efficiency.  
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