Page 1
[bookmark: _GoBack]3GPP TSG-RAN WG1 Meeting #90bis	R1-1718572
9th – 13th October 2017
Prague, Czech Republic
 

Agenda item:	7.3.3.5
Source: 	Qualcomm Incorporated
Title: 	Soft buffer management 
Document for:	Discussion/Decision
Introduction
In the last RAN1 NR AdHoc #3, the following work plan was acknowledged [1].
Conclusion:
· RAN1 aims to finalize details of transmit buffer rate-matching (for PDSCH/PUSCH) in RAN1#90bis
· FFS UE soft buffer dimensioning especially in relation to UE capability/category
· FFS NR soft buffer management
· FFS LTE-NR soft buffer dimensioning and management, especially in relation of UE capability/category

In this paper, which is a revision upon R1-1716432, we discuss the rate-matching again in detail and provide some considerations on the other next steps mentioned above.
Rate matching
In this section, we first discuss the implementation aspects of rate matching, and the benefits from limiting the buffer size at peak spectral efficiencies on the slot. Then we provide performance comparison for different levels of buffering limitations, to arrive at some recommendations for optimal performance and implementation tradeoffs
Implementation aspects
For NR LDPC, each code block can support incremental redundancy (IR) HARQ by generating more parity bits distinct from those sent in the previous transmission(s). This can be supported through a circular buffer with different redundancy version (RV) start positions in the circular buffer [3]. However, there are two important aspects which affect encoder and decoder implementations when supporting IR HARQ.
· Buffering would be required to cover all of the coded bits involved in the transmission
· Decoder throughput dimensioning would need to handle processing all of the coded bits across all RVs

As an example, suppose we provisioned the transmit buffer to allow transport blocks (TBs) sent at peak rate to allow for IR HARQ down only down to a code rate of 4/9 instead of the lowest allowable native code rate of 1/3 for NR Basegraph 1. This would allow the decoder buffer and throughput to limited in the worst case and thus reduce implementation complexity and cost.
This is illustrated below with a simple example. To the first order, the decoder throughput of the NR LDPC scales with the number of coded bits which need to be processed in the slot. (We omit second-order details related to number of code blocks from segmentation to first make the point.) As can be seen from the table, after HARQ there are more coded bits to be processed across the slot and therefore both the buffer size and decoding requirements are increased. Note that once the effective code rate is limited, then the IR HARQ performance is limited at the peak rate. However, for lower transmission rates such as code rate 0.44, we see that the number of coded bits decreases relative to the worst case, as well as the decoder throughput. 
Table 1. Decoder dimensioning for IR HARQ (first-order)
	# Layers
	Mod Order (bits)
	# RBs per Tx
	#REs / RB (nominal)
	1st Tx 
code rate
	Effective code rate after HARQ
	# coded bits
(# soft bits)
	Decoder TPUT Gbps
(nominal)

	4
	8
	270
	84
	0.88
	0.881
	725760
	1.45152

	4
	8
	270
	84
	0.88
	0.442
	1451520
	2.90304

	4
	8
	270
	84
	0.88
	0.333
	1935360
	3.87072

	4
	8
	270
	84
	0.44
	0.44
	725760
	1.45152

	4
	8
	270
	84
	0.44
	0.33
	967680
	1.93536


1. This case illustrates 1st transmission throughput and soft buffer requirement, and worst case of chase combining support (i.e., most aggressive form of limited buffer rate matching)
2. This case illustrates the 2nd transmission throughput and soft buffer requirement, when there is limited buffer rate matching to 0.44.
3. This case illustrates the 2nd transmission throughput and soft buffer requirement, when there is no limited buffer rate matching.

To provide a more detailed illustration, consider the decoding latency for the last symbol on a downlink transmission. In this case, we consider now the second order analysis of decoding latency, based on the LDPC code structure and decoding architectures as given in [4]. Here, the TB is segmented such that a certain number of CBs are available per symbol based on BG1 maximum K=8448, and then the decoding latency is calculated factoring in the effective code rate for each code block. As we go to later re-transmissions, the highest TBS which contains the most code blocks has to support the decoding for an increasing number of code blocks, thus increasing the decoding latency. Therefore, to meet a target HARQ timing requirement, it becomes important to limit the effective code rate needed at these highest TBS.
Table 2. Decoding Latency per Symbol
	 
	1st Tx
	2nd Tx
	3rd Tx

	QAM
bits
	Initial 
Code
Rate
	TPUT across 4 Layers 
(Gbps)
	# CBs / Symb
	CB decoding Latency (us)
	Symbol Decoding Latency (us)
	2nd Tx Effective Rate
	CB decoding Latency (us)
	Symbol Decoding Latency (us)
	3nd Tx Effective Rate
	CB decoding Latency (us)
	Symbol Decoding Latency (us)

	2
	0.33
	0.17
	2
	2.8
	6
	0.33
	2.8
	6
	0.33
	2.8
	6

	2
	0.40
	0.21
	2
	2.4
	5
	0.33
	2.9
	6
	0.33
	2.8
	6

	2
	0.50
	0.26
	2
	1.9
	4
	0.33
	2.9
	6
	0.33
	2.8
	6

	2
	0.67
	0.35
	3
	1.5
	5
	0.33
	2.8
	8
	0.33
	2.8
	8

	2
	0.75
	0.39
	3
	1.4
	4
	0.38
	2.5
	8
	0.33
	2.8
	8

	2
	0.83
	0.44
	3
	1.2
	4
	0.42
	2.3
	7
	0.33
	2.8
	8

	2
	0.89
	0.46
	3
	1.1
	3
	0.44
	2.2
	7
	0.33
	2.8
	8

	4
	0.33
	0.35
	3
	2.8
	8
	0.33
	2.9
	9
	0.33
	2.8
	8

	4
	0.40
	0.42
	3
	2.4
	7
	0.33
	2.9
	9
	0.33
	2.8
	8

	4
	0.50
	0.52
	4
	1.9
	8
	0.33
	2.9
	11
	0.33
	2.8
	11

	4
	0.67
	0.70
	5
	1.5
	8
	0.33
	2.8
	14
	0.33
	2.8
	14

	4
	0.75
	0.78
	5
	1.4
	7
	0.38
	2.5
	13
	0.33
	2.8
	14

	4
	0.83
	0.87
	6
	1.2
	7
	0.42
	2.3
	14
	0.33
	2.8
	17

	4
	0.89
	0.93
	6
	1.1
	7
	0.44
	2.2
	13
	0.33
	2.8
	17

	6
	0.33
	0.52
	4
	2.8
	11
	0.33
	2.9
	11
	0.33
	2.8
	11

	6
	0.40
	0.63
	4
	2.4
	10
	0.33
	2.9
	11
	0.33
	2.8
	11

	6
	0.50
	0.78
	5
	1.9
	10
	0.33
	2.9
	14
	0.33
	2.8
	14

	6
	0.67
	1.04
	7
	1.5
	11
	0.33
	2.8
	20
	0.33
	2.8
	20

	6
	0.75
	1.18
	7
	1.4
	10
	0.38
	2.5
	18
	0.33
	2.8
	20

	6
	0.83
	1.31
	8
	1.2
	10
	0.42
	2.3
	18
	0.33
	2.8
	23

	6
	0.89
	1.39
	9
	1.1
	10
	0.44
	2.2
	20
	0.33
	2.8
	25

	8
	0.33
	0.70
	5
	2.8
	14
	0.33
	2.9
	14
	0.33
	2.8
	14

	8
	0.40
	0.84
	5
	2.4
	12
	0.33
	2.9
	14
	0.33
	2.8
	14

	8
	0.50
	1.04
	7
	1.9
	14
	0.33
	2.9
	20
	0.33
	2.8
	20

	8
	0.67
	1.39
	9
	1.5
	14
	0.33
	2.8
	25
	0.33
	2.8
	25

	8
	0.75
	1.57
	10
	1.4
	14
	0.38
	2.5
	25
	0.33
	2.8
	28

	8
	0.83
	1.74
	11
	1.2
	13
	0.42
	2.3
	25
	0.33
	2.8
	31

	8
	0.89
	1.86
	11
	1.1
	12
	0.44
	2.2
	24
	0.33
	2.8
	31


 
Therefore, we see that is it sufficient to limit the peak rate case, while full IR HARQ performance allowable by the NR LDPC can still be realized throughout the remaining operating region.
Observation 1: Limiting the rate matching buffer at the peak TBS helps to reduce the decoding throughput requirements at the receiver, in addition to reducing the buffer requirement. This can have a significant impact on decoder implementation. 
Performance aspects
By reducing the decoder throughput and buffer size, the implementation complexity can be reduced. On the other hand, the IR HARQ performance becomes limited. The coding gain achieved from extended parity must be replaced by repetition combining on the retransmitted bits. In the limit of no coding gain, we have 3dB combining gain from Chase combining when all coded bits are retransmitted. In the limit of full coding gain, we have the associated SNR gain from reducing the spectral efficiency by one-half in the same case. Note that for the case of peak spectral efficiency with higher order modulation, this latter aspect can be quite large.
Performance evaluation of this tradeoff for NR LDPC Basegraph 1 is shown in the figure below.
[image: ]
Figure 1. LBRM performance evaluation on AWGN

As it can be seen, a very large amount in HARQ gain mainly from coding gain can be realized with LBRM down to rate 0.44. This effectively would cover the case where the 2nd retransmission across the same allocation provides full coding gain across all TBS. An additional gain can be achieved by allowing coding gain down to rate 0.33, although in this regime we find slope saturation leads to diminishing returns. Moreover, this would need to be achieved by more than 2 transmissions for the case of the peak TBS, which is a very unlikely event for the peak TBS.
Again, as was discussed in Table 2, the loss in HARQ gain for the 3rd transmission would only be limited to the largest TBS, and lower TBS can benefit from full IR HARQ gain across all re-transmissions.
This leads us to the following proposal.
Proposal 1: NR should limit the rate matching buffer corresponding to a peak TBS coded at rate ½. The peak TBS should reflect the UE capability on the network (e.g., number of layers and modulation order that can be supported for that UE at that cell), and the rate matching rule should be applied separately per HARQ process.
Note that since the number of HARQ processes was agreed to be configurable, it is for specification simplification that the rate matching rule is de-coupled across HARQ processes.
Soft Buffer Dimensioning
First of all, since the UE soft buffer size is to be de-coupled from the NR specification, this potentially provides the UE with considerable flexibility. Given the previous proposal to define a rate matching rule per HARQ process which has a rate matching buffer limitation independent of the total UE soft buffer size, it become possible to completely then remove the UE soft buffer size from specification.
Proposal 2: The total UE soft buffer size should not be part of the NR rate matching specification.
Although the total transmit buffer size and total UE soft buffer size are to be de-coupled in NR specification, it is important to understand the reference configuration to be targeted for NR when very high throughputs are to be supported. These for instance would be reflected in the performance requirements for devices. 
It is expected that the peak throughput envisioned for NR EMBB devices would be at least multi-gigibit-per-second. If the LTE scheme of sizing soft buffer is used, i.e. 
(max number of HARQ processes) * (TTI duration) * (peak throughput) / (LBRM factor) * (bits per LLR)
The limited buffer rate matching (LBRM) factor equals 1/mother code rate used when serving the peak rate, where the peak rate corresponds to the largest data payload achieving across maximum bandwidth and MIMO layers in a given TTI. In the case of LTE, the LBRM factor would correspond to 3/2 since the mother code rate is limited to 2/3 when operating at peak data rate. This would result in exorbitant amount of storage requirement for NR, assuming max number of HARQ processes for NR is at most 8. That is, assuming 30kHz SCS, 0.5msec slot duration, 5Gbps peak throughput, and 6 bit per LLR in the following:
8 * 0.5 msec * 5 Gbps * 3/2 * 6 = 180 Mbits = 22.5 Mbytes
This is significant amount of storage, and limits the hardware architecture design options (for example, the choice of memory to be cost effective).
In the following, another methodology for soft buffer dimensioning that would arrive at a better cost-performance tradeoff for NR will be proposed. Instead of max number of HARQ processes, the reference number of HARQ processes would be use for soft buffer dimensioning. This reference number would correspond to a particular reference HARQ RTT when taken into consideration with the TTI, although the deployment may not necessarily have require this HARQ RTT. If the network has a smaller HARQ RTT, then the soft buffer would be over-provisioned. If the network has a larger HARQ RTT, then it would need to trade off HARQ combining gain against peak rate. If peak rate is the more important metric, than the network can revert to ARQ without exceeding the soft buffer dimensioning of the UE. If HARQ combining gain and reliability is the more important metric, than the network can tradeoff peak rate so that the soft-buffer has capacity to account for the combining needed.
It should be emphasized that the reason for targeting lower HARQ RTT when considering very high throughputs, is that typical applications (e.g., those on TCP) will not be able to use the high physical layer throughputs otherwise. A detailed analysis was presented in [3], and example is shown below from this reference. Here we see that even though the offered physical layer rate is 10Gbps, the effect of TCP slow start means that the transaction utilizes less than 1Gbps, and this dramatically decreases as the RTT increases.

[image: ]
[bookmark: _Ref485396426]Figure 4. Measured TCP Throughput sensitivity to latency and PER when PHY=10Gbps from [3]

Proposal 3: A set of reference parameters should be considered soft buffer dimensioning which targets a downlink HARQ RTT of 1.5ms or less when the data rate of 5Gbps or more is supported.
[bookmark: _Ref378529477]Conclusions
Proposal 1: NR should limit the rate matching buffer corresponding to a peak TBS coded at rate ½. The peak TBS should reflect the UE capability on the network (e.g., number of layers and modulation order that can be supported for that UE at that cell), and the rate matching rule should be applied separately per HARQ process.
Proposal 2: The total UE soft buffer size should not be part of the NR rate matching specification.
Proposal 3: A set of reference parameters should be considered soft buffer dimensioning which targets a downlink HARQ RTT of 1.5ms or less when the data rate of 5Gbps or more is supported.
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