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In RAN1 NR AH#3 meeting, the following agreements were made for rate matching [1]: 
Agreement:
For the per-codeblock bit-interleaver for LDPC: 
· Row-column interleaver with number of rows equal to the modulation order is adopted, with row-wise write and column-wise read. 
· Note that this achieves Systematic Bit Priority Ordering for RV0
· The number of coded bits in a code block is an integer multiple of the modulation order
Working Assumption: 
· The interleaver is located after the whole rate matching functionality including repetition 
· To be confirmed at RAN1#90bis. 
Conclusions: 
FFS until RAN1#90bis, and take decisions then: 
· Whether mapping order of bits to modulation symbols is reversed in retransmissions, subject to defining how to avoid ambiguity, e.g. by using the natural order for the first transmission of RV0, and the reverse order for retransmissions of RV0 (as indicated by NDI)
· Suggested cases when this may be beneficial:
· When Chase combining with RV0 is used?
· With HOM and repetition?
· With HOM and low code rate?
· In fading channels?
· …

In this contribution, we would like to discuss 1) whether bit reversal in retransmissions should be supported in NR; and 2) where to perform repetition, before or after the bit-level interleaver.
Bit Reversal in Retransmissions
The simulation results in [2] shows that when RV0 is retransmitted, it is beneficial for high-order modulations to apply bit permutation before performing modulation. The bit permutation facilitates a close-to-uniform distribution of LLRs for the received code components, as illustrated in Fig. 1 assuming 16QAM, which has two reliability levels. For convenience, this phenomenon is called fractional incremental redundancy (IR).
Since IR-HARQ outperforms CC-HARQ, the other RVs, i.e., RV1, RV2, and RV3, should be used in retransmissions in order to attain larger coding gain provided by NR LDPC. To see whether bit reversal is useful for IR-HARQ, we perform simulations under the TDL-C 300 ns multipath fading channel. The performance metric is the required SNR to achieve BLER  in the 2nd transmission. Let us investigate the following three cases:


Figure 1. LLR of Natural order vs. reverse order.
1) RV3 with natural order vs. RV3 with reversed order
In order to have another self-decodable RV other than RV0, the starting position of RV3 has been set to a position close to the starting position of RV0 [1] and thus the coding gain from IR-HARQ decreases. However, for high-order modulations, we can reverse the bit ordering to benefit from the fractional IR. Table 1 shows RV3 retransmission with reversed order has better performance than RV3 retransmission with natural order at low CR. The reason is the re-transmitted overlapping systematic bits are few in high code rate cases. 
Table 1. Gain comparison between the 2nd transmission of RV3 with natural order and reversed order.
 ()
	
	BG#1, K=6336
	
	BG#2, K=1008

	CR
Mod.
	0.33
	0.40
	0.50
	0.67
	0.75
	0.83
	0.89
	CR
  Mod.
	0.20
	0.33
	0.40
	0.50
	0.67

	16QAM
	+0.22
	+0.31
	+0.16
	-0.34
	-0.50
	-0.72
	-0.80
	  16QAM
	+0.17
	+0.13
	-0.03
	-0.19
	-0.57

	64QAM
	+0.63
	+0.46
	+0.27
	-0.76
	-1.40
	-1.54
	-1.29
	  64QAM
	+0.44
	+0.22
	-0.07
	-0.30
	-1.17

	256QAM
	+0.97
	+1.10
	+0.55
	-0.64
	-1.56
	-2.06
	-2.14
	  256QAM
	+0.54
	+0.49
	+0.44
	-0.01
	-1.56


(Plus gain means RV3 with bit-reversal is better than RV3 with natural order.)
2) RV3 with natural order vs. RV0 with reversed order
In addition to RV3, RV0 is also self-decodable and benefits from the fractional IR when the reverse ordering is applied. Table 2 shows similar behaviour in Table1, RV0 retransmission with reversed order has better performance than RV3 retransmission with natural order at low and medium CR.
Table 2. Gain comparison between 1st retransmission with RV3 and RV0. 
()
	
	BG#1, K=6336
	
	BG#2, K=1008

	CR
Mod.
	0.33
	0.40
	0.50
	0.67
	0.75
	0.83
	0.89
	CR
  Mod.
	0.20
	0.33
	0.40
	0.50
	0.67

	16QAM
	+0.32
	+0.24
	+0.16
	-0.35
	-0.61
	-1.13
	-1.90
	  16QAM
	+0.28
	+0.19
	+0.12
	-0.07
	-0.74

	64QAM
	+0.85
	+0.74
	+0.84
	+0.22
	-0.17
	-0.67
	-1.43
	  64QAM
	+0.47
	+0.62
	+0.34
	+0.22
	-0.10

	256QAM
	+1.19
	+1.29
	+1.30
	+1.32
	+0.81
	+0.14
	-0.95
	  256QAM
	+0.56
	+0.58
	+0.74
	+0.84
	+0.76


(Plus gain means RV0 with bit-reversal is better than RV3 with natural order.)
From the simulation results in Tables 1 and 2, we have the following observations:
Observation 1: In the 2nd transmission, RV0 with reversed order and RV3 with reversed order outperform RV3 with natural order for high-order modulations and low or medium code rates.
3) RV2 with natural order vs. RV1 with reversed order
When high-order modulations are applied, RV1 with reversed order benefits from the fractional IR and can in some cases even outperform RV2 with natural order. 
Observation 2: In the 2nd transmission, the performance of RV1 with reversed order is comparable with the performance of RV2 with natural order.
Table 3: Gain comparison between 1st retransmission with RV2 and RV1. ()
	
	BG#1, K=6336
	
	BG#2, K=1008

	CR
Mod.
	0.33
	0.40
	0.50
	0.67
	0.75
	0.83
	0.89
	CR
  Mod.
	0.20
	0.33
	0.40
	0.50
	0.67

	16QAM
	-0.19
	-0.07
	+0.15
	-0.20
	-0.21
	-0.27
	-0.19
	  16QAM
	-0.27
	+0.07
	+0.04
	+0.03
	-0.00

	64QAM
	-0.67
	-0.17
	+0.04
	-0.14
	-0.06
	+0.06
	+0.06
	  64QAM
	-0.50
	+0.02
	-0.04
	+0.17
	+0.25

	256QAM
	-1.45
	-0.69
	-0.02
	+0.10
	+0.09
	+0.09
	+0.22
	  256QAM
	-0.86
	-0.02
	-0.11
	+0.18
	+0.02


(Plus gain means RV1 with bit-reversal is better than RV2 with natural order.)
For medium to high code rates, the overlap between RV1 and RV0 is larger than the overlap between RV2 and RV0. Therefore, transmitting RV1 requires less memory for soft buffer, which can be beneficial for low UE categories. For the case of BG#1 with CR=2/3 and for the case of BG#2 with CR=2/5, up to 25% memory can be saved.
From the above observations, we have the following proposals:
Proposal 1: Bit reversal in retransmissions should be supported in NR LDPC.
Proposal 2: RV0 with reversed order should be considered for the case where the RV index is not explicitly signalled.
Location of Repetition in Coding Chain
In Fig. 2 (a), the bit-level interleaver is placed after the circular buffer and the repetition is done at the circular buffer. In Fig. 2 (b), the bit-level interleaver is also placed after the circular buffer, but the repetition is done after the interleaver for CR less than 1/3 for BG#1 and for CR less than 1/5 for BG#2. To evaluate the performance of the repetition location, we compare three schemes: Schemes A, B, and C as shown in Fig. 3. In Scheme A, the repetition is performed at the circular buffer and then the bit-level interleaver is applied. In Scheme B, the repetition is applied after the bit interleaving. Finally, in Scheme C the bit interleaving is applied block by block, where the block size is the same as the size of the circular buffer. To understand the difference of the three schemes, we assume the circular buffer is divided into 16 segments labeled by 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F. Considering 16QAM, the outputs of the different schemes for 24 segments are
Scheme A: 06C2, 17D3, 28E4, 39F5, 4A06, 5B17
Scheme B: 048C, 159D, 26AE, 37BF, 048C, 159D
Scheme C: 048C, 159D, 26AE, 37BF, 0246, 1357.


(a)


(b)
Figure 2. Block diagram of circular buffer and interleaver.


Figure 3. Repetition schemes.
We perform simulations under the TDL-C 300 ns multipath fading channel to compare the performance of the three schemes. The performance metric is the required SNR to achieve BLER = . We consider only QPSK and 16QAM. The simulation results are given in Table 4. Scheme A is better than Schemes B and C in most CR cases. 
Table 4: Comparison of repetition schemes.
	()
	()

	CR
  Setup
	1/6
	1/5
	1/4
	CR
    Setup
	1/6
	1/5
	1/4

	BG#1, K=4224, QPSK
	+0.12
	+0.00
	+0.06
	  BG#1, K=4224, QPSK
	+0.12
	-0.01
	+0.00

	BG#1, K=6336, 16QAM
	+0.02
	-0.48
	-0.27
	  BG#1, K=6336, 16QAM
	+0.02
	-0.56
	-0.50

	CR
  Setup
	1/10
	1/8
	1/6
	CR
    Setup
	1/10
	1/8
	1/6

	BG#2, K=1008, QPSK
	+0.07
	-0.04
	+0.01
	  BG#2, K=1008, QPSK
	+0.07
	-0.01
	-0.00

	BG#2, K=1008, 16QAM
	+0.39
	-0.30
	-0.20
	  BG#2, K=1008, 16QAM
	+0.39
	-0.33
	-0.24


(Plus gain means Scheme B/C is better than Scheme A.)
It turns out that CR=1/6 for BG#1 and CR=1/10 for BG#2 are special cases for Scheme A, especially for 16QAM. The codeword length is exactly twice of the size of the circular buffer. When applying the agreed bit-level interleaver, the original code bit(s) and the repeated one(s) are jointly modulated into one symbol, as illustrated in Fig. 3. As we increase or decrease the total number of REs by merely two, denoted by  and, respectively, the simulation results, shown in Table 5, become consistent with the other cases, i.e., for 16QAM, Scheme A outperforms Schemes B and C. 

In summary, except some corner cases, Schemes B and C do not outperform Scheme A. Therefore, we have the following proposal: 

Proposal 3: In NR LDPC, the repetition should be performed at the circular buffer and before the bit-level interleaver.


Figure 3. Scheme A when the codeword length is twice of the size of the circular buffer.


Table 5. Comparison of repetition schemes.
	()
	()

	CR
  Setup
	
	
	
	CR
    Setup
	
	
	

	BG#1, K=4224, QPSK
	+0.11
	+0.12
	+0.12
	  BG#1, K=4224, QPSK
	+0.11
	+0.12
	+0.12

	BG#1, K=6336, 16QAM
	-0.47
	+0.02
	-0.46
	  BG#1, K=6336, 16QAM
	-0.47
	+0.02
	-0.46

	CR
  Setup
	
	
	
	CR
    Setup
	
	
	

	BG#2, K=1008, QPSK
	+0.06
	+0.07
	+0.05
	  BG#2, K=1008, QPSK
	+0.07
	+0.07
	+0.05

	BG#2, K=1008, 16QAM
	-0.38
	+0.39
	-0.35
	  BG#2, K=1008, 16QAM
	-0.39
	+0.39
	-0.35


(Plus gain means Scheme B/C is better than Scheme A.)
Conclusion
The following summarizes the observations and proposals in this contribution.
Observation 1: In the 2nd transmission, RV0 with reversed order and RV3 with reversed order outperform RV3 with natural order for high-order modulations and low or medium code rates.
Observation 2: In the 2nd transmission, the performance of RV1 with reversed order is comparable with the performance of RV2 with natural order.
Proposal 1: Bit reversal in retransmissions should be supported in NR LDPC.
Proposal 2: RV0 with reversed order should be considered for the case where the RV index is not explicitly signalled.
Proposal 3: In NR LDPC, the repetition should be performed at the circular buffer and before the bit-level interleaver.
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