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In RAN1#90 meeting, several agreements on mode 4 supported PC5 carrier aggregation were made. Rel-14 per-carrier independent sensing procedure and resource (re)selection is supported. Some issues are left for future study, including sensing on multiple carriers and how Tx carriers are selected within potential Tx carriers. 
In this contribution, we first show the CA aggregation structure and discuss the solutions in the discussion section. Then we show some simulation results about the performance of the 3 solutions on different usage scenarios. Finally, we conclude  what solution should be applied depending on the need of service.

Discussion
Agreements from previous meeting
In RAN1#90, the PC5 carrier aggregation for Mode 4 were agreed:
Agreement:
· At least Rel-14 per-carrier independent sensing procedure and resource (re)selection is supported.
· FFS whether other solution is needed. 
· FFS if sensing on multiple carriers as a single set of resources is supported.
· FFS if sensing can be done on a per-carrier basis, but resource selection can be different than Rel-14 UEs.
For agreement on carrier selection for sidelink:
Agreement:
· Higher layer semi-statically provides potential carrier(s) for Tx and Rx for CA
· FFS how Tx carrier(s) is(are) selected within the set of potential Tx carrier(s) 
That is to say, sensing and selection on multiple carriers and corresponding data transmission resource mechanism should be discussed. Some solutions and assumptions are illustrated and discussed in the following section. We will describe and analyze these solutions to find out out the advantages and disadvantages for all solutions.

Observation 1 : The number of sensing CCs and the number of data CCs need designed separately.

Carrier Aggregation Structure in Sidelink
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Figure 1 : synchronizarion between carriers in sidelink CA 
As Figure 1 illustrated, V2X sidelink carrier aggregation consists of sensing window phase and data transmission phase. Scheduling assignment (SA), which indicates the location of data, is transmitted before the data transmission phase. SA is transmitted for UE to contend resource in sensing window phase, that is, in PSCCH. The PSCCH and corresponding PSSCH are in the same carrier. Besides, the sensing window phase and data transmission phase in all CCs are synchronized. That is to say, all CCs are in the same phase from the perspective of time domain. 
2.3   CA solutions
We use X/Y/Z to indicate the total number of carrier/ the number of carrier can be sensed/ the number of carrier be be used respectively.  The terms
	X to be the number of CC 
	Y to be the number of CC be sensing and contention
	Z to be the number of CC can chosen as data transmission
As the notation shows, it is obvious that X≧Y≧Z because the UE should not access the the channel it has not sensed in the sensing window phase.

Here we propose three solutions for the resource allocation in sidelink carrier aggregation:

2.3.1  solution 1 : M/1/1 CA
The solution 1 is shown in Figure 2. When a UE wants to transmit data on PC5 link, it needs to choose one CC from all M CCs, and then the UE will contend on this chosen CC. If this UE wins the resource in this CC, it can transmit data on corresponding data window phase. 
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Figure 2 : M/1/1 CA, sensing on one carrier and transmitting on it if the UE wins the contention. 
2.3.2  solution 2 : M/N/1 CA
The solution 2 is shown in Figure 3. When a UE wants to transmit data on PC5 link, it needs to choose N CCs from all M CCs. Then the UE will contend on these chosen CCs. If this UE wins the resource on some CCs, it will choose one CC from the obtained CCs to transmit data on corresponding data transmission phase. 
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Figure 3 : M/N/1 CA, sensing on N carriers and transmitting only on one of gotten carriers.
2.3.3  solution 3 : M/N/n CA
The solution 3 is shown in Figure 4. When a UE wants to transmit data on PC5 link, it needs to choose N CCs from all the M CCs. After that, the UE will contend on these chosen CCs. If this UE wins the resource on some CCs, it will choose all n CCs it got to transmit data on corresponding data transmission phase. 
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Figure 4 : M/N/1 CA, sensing on N carriers and transmitting on all gotten carriers.

Carrier Aggregation Solutions Analysis
Based on the various V2X service use cases, there are different requirements for the transmission and traffic patterns. The three solutions discussed in the previous section are simulated to find the proper usage scenarios. For this reason, we propose that carrier aggregation solution should be tuned based on V2X service requirement.

Proposal 1 : Carrier aggregation solution should be tuned based on V2X service requirement.

Traffic Usage Scenarios
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3.1.1 Sparse traffic type
For sparse traffic type, the data needed to be transmitted is less than the bandwidth. In this situation, the dedicated resource for mode 4 transmission is sufficient to transmit all data. It is noted that there will be no data stored in buffer for a long period of time because of the sufficient dedicated resources.  We use VoIP traffic model to simulate this type of data traffic.
3.1.2 Heavy traffic type
For heavy traffic type, we want to find the transmission situation in which there are lots of data need to be transmitted. Bandwidth in this condition is insufficient for all the data to be transmitted. To simulate this situation, we use full buffer traffic type, that is, there are always data waited to be transmitted in each UE’s buffer.
Analysis for Sparse Traffic Type
Under sparse traffic, e.g. the VoIP traffic, as shown in Figure 5 and 6, we can observe that the performance of M/1/1 solution is the best in the perspective of collision probability and throughput. It is intuitive that the M/1/1 solution has the lowest data collision probability, since the more carriers to contend means the higher possibility to collide with other UEs. In addition, the main reason for the throughput result is that the data coming into the buffer would be transmitted soon and therefore the buffer is often empty. With the condition that the amount of data to be transmitted is the same for all the solutions, M/1/1 solution has the lowest collision probability and therefore the highest throughput.
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Figure 5 : Comparison of collision probability for 3 solutions  
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Figure 6 : Comparison of throughput for 3 solutions

Observation 2: M/1/1 solution performs the best under sparse traffic.
Proposal 2 : For the V2X service based on sparsel traffic data, it is better that a UE chooses less CCs to sense and transmit.

Analysis for Heavy Traffic Type
Under heavy traffic, e.g. the buffer of the UE is always full of data, as shown in Figure 7 and 8, we can observe that M/1/1 solution still has the lowest collision probability, whereas M/N/n solution has the highest throughput. The reason why M/1/1 solution has the lowest data collision probability is the same as the analysis discussed in section 3.2. Given the buffers are full, the UEs would always contend for resources. Since M/N/n solution allows the UEs to transmit on multiple resources, it has a relatively higher channel usage efficiency and therefore a higher throughput, compared with the other two solutions.
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Figure 8 : Comparison of throughput under heavy traffic loading.
Observation 3: M/1/1 solution has the lowest data collision rate, whereas M/N/n solution has the highest throughput under heavy traffic.
Proposal 3 : For the V2X service based on heavy traffic data, it is better that a UE chooses more CCs to sense and transmit.
3.4   Pros and Cons of each solutions

	solutions
	M/N/n
	M/N/1
	M/1/1

	collision under sparse traffic
	High
	medium
	Low

	data rate under sparse traffic
	Low
	medium
	High

	collision under heavey traffic
	High
	medium
	Low

	peak data rate under heavy traffic
	High
	Low
	medium



As the table arranged, we should apply different solution based on traffic type of usage scenarios.
If the service needs higher transmission reliability, that is, lowest collision probability, it may choose less CCs to sense because this solution has the best performance in terms of collision under any traffic types. 
However, if the service has large number of UEs and needs high data rate under this heavy traffic situation, it may choose more CCs to sense to ensure higher peak data rate under this crowd situation.
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Our observations include:
Observation 1: The number of sensing CCs and the number of data CCs need designed separately.
Observation 2: M/1/1 solution performs the best under general traffic.
Observation 3: M/1/1 solution has the lowest data collision rate, whereas M/N/n solution has the highest throughput under heavy traffic.

From above observations and discussion, we propose:
Proposal 1 : Carrier aggregation solution should be tuned based on V2X service requirement.
Proposal 2 : For the V2X service based on sparse traffic data, it is better that a UE chooses less CCs to sense and transmit. 
Proposal 3 : For the V2X service based on heavy traffic data, it is better that a UE chooses more CCs to sense and transmit.
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