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1. Introduction
In the RAN1#90 meeting, a lot of decisions were made on sPDCCH search space design.
Agreement:
Support aggregation level L∈{1,2,4,8} for sPDCCH search space.
For sPDCCH search space design for sDCI
Agreement:
A UE can be configured to monitor an sPDCCH RB set p with M_p^((L))sPDCCH candidate(s) for sPDCCH search space at aggregation level L within an sTTI, where p∈{0,1} and M_p^((L))∈{0,1,…,M_total}. M_total is the maximum allowable number of sPDCCH candidates to be monitored in an sTTI over all sPDCCH sets and aggregation levels. 
- FFS: The value of M_total.
- FFS: The total number of RB sets configurable to a UE
Agreement:
The configured aggregation levels to be monitored within an sPDCCH RB set in an sTTI can be any subset of the supported aggregation levels L for sPDCCH search space. 
Agreement:
The maximum allowable blind decodes per sTTI on one CC, irrespective if the sDCI is in sPDCCH or PDCCH, for 2/3os sTTI is 6.
Agreement:
The maximum allowable blind decodes per sTTI on one CC, irrespective if the sDCI is in sPDCCH or PDCCH, for 1-slot is 12.
Agreement:
Support different number of sPDCCH candidates per aggregation level to be monitored for different sTTI index. FFS configured per sub-set of the sTTI in a subframe, over different subframe types, or different RS overhead, details on configuration. 
Agreement:
Whether the UE-specific search spaces for different UEs overlap is up to configuration.
For PDCCH search space design for sDCI and DCI
Agreement:
For sDCI monitoring in legacy PDCCH, the hashing function for PDCCH is used by using M_sDCI^(L) instead of M_L. Value of M_sDCI^(L) is FFS.
Agreement:
The number of PDCCH candidate(s) M_sDCI^((L)) at aggregation level L for monitoring sDCI1 in legacy PDCCH region is determined by higher layer signalling, independent on the number of M_L at aggregation level L for monitoring DCI.

Furthermore, as an outcome of email discussion [90-07] several proposals were suggested by moderator. The following proposals from [90-07] should be adopted:
[90-07]-Proposal 1: DMRS-based sPDCCH is applied to both MBSFN subfarme and non-MBSFN subframe. 
[90-07]-Proposal 2: Support separate sPDCCH RB set configuration for non-MBSFN subframe and MBSFN subframe. 
[bookmark: _Hlk494220232][90-07]-Proposal 4: The starting sCCE index of an sPDCCH search space at aggregation level L is configured by higher layer signaling. 
[90-07]-Proposal 5: sPDCCH candidates belonging to an sPDCCH search space at aggregation level L are mapped consevutively with increasing index m,m=0,1,…, , whereis the number of sPDCCH candidates to monitor at aggregation level L in sPDCCH RB set p.
 
2. On number of configured RB-sets for monitoring
[90-07]-Proposal 1: DMRS-based sPDCCH is applied to both MBSFN subframe and non-MBSFN subframe. 
[90-07]-Proposal 2: Support separate sPDCCH RB set configuration for non-MBSFN subframe and MBSFN subframe. 
Based on current agreements a UE can be configured to monitor up to two RB-sets in one sTTI. This to enable monitoring of one sPDCCH RB-set with localized and other with distributed mapping. However, if a UE is allowed to be configured with DMRS-based sPDCCH also in non-MBSFN subframes. We think that eNB should be able to configure up to 4 sPDCCH RB-sets to a UE. Each configured RB-set is configured with one of the following states:
· Monitor in all subframes
· Monitor only in MBSFN subframes
· Monitor only in non-MBSFN subframes
The UE does not expect to be configured with more than two RB-set for monitoring in a single subframe, as already agreed.
Proposal-1: A UE can be configured with up to 4 sPDCCH RB-sets. Each sPDCCH RB-set can be configured with one of the following three states: (i) monitor in all subframes (ii) monitor only in MBSFN subframes (iii) monitor only in non-MBSFN subframes.	
3. On sTTI-dependent search-space
The sTTI-dependent search-space has been discussed in the email discussion [90-07]. Resulting into following proposal:
[90-07]-Proposal 3: Up to N values of the number of sPDCCH candidates can be configured per aggregation level for an sPDCCH RB set, and the applicable sTTI(s) per subframe for each value is indicated in a bitmap manner (i.e. 5 bits corresponding to sTTI 1 to sTTI 5 respectively for each value). 
· The value of N is 2.

The following reasons for introduction of a search-space dependency on sTTI were identified: 
· variable coding-rate as a result of variable overhead (CRS, DMRS), if the number of sREGs forming sCCE is independent of RS overhead as the RS overhead may depend on sTTI index.
· variable coding rate due to variable number of sREGs per sCCE for different lengths of DM-RS based sPDCCH for subslot sTTI
· the support of multi-sTTI scheduling resulting into larger-sized sDCI, and consequently requiring higher ALs.
 
In case the multi-sTTI scheduling is not supported, then N=2 sTTI dependent search-spaces would be sufficient, as different candidate configurations are required for sTTIs with and without CRS. However, if multi-sTTI scheduling is supported from sPDCCH, then N should be equal to 3. 
Proposal-2: Up to N sets of values of the number of sPDCCH candidates in supported aggregation levels can be configured for a subslot sPDCCH RB set, a bitmap of 5bits determines in which sTTI1- sTTI5 each set of values applies
· If multi-sTTI scheduling is not supported, N=2.
· If multi-sTTI scheduling is supported from sPDCCH, N=3.
4. On hashing function and interleaver design
In [90-07] email discussion following has been proposed:




[90-07]-Proposal 6: Within an sPDCCH RB set, an sPDCCH candidate consisting of  consecutive logical sCCEs may only start on an sCCE fulfilling, where  is the sCCE number and  is the number of sCCEs corresponding to aggregation level .

We think that nested structure should not be mandatory. It is up to gNB to enforce nested structure if gNB wish to do so. For example, if gNB has one active UE in a RB-set it might wish to organize the candidates as shown in Figure 1. This case should be restricted by the specification. 



Figure 1 Example of search space for one UE

Proposal-3: Within an sPDCCH RB set, an sPDCCH candidate consisting of consecutive sCCEs may start on any logical sCCE independently of the aggregation level L.

Further, with respect to hashing function, we are supportive of the [90-07]-Proposal 7:
[90-07]-Proposal 7: The logical sCCEs corresponding to sPDCCH candidate of the sPDCCH search space at aggregation level are given by 





where  is configured by higher layer signaling,[image: ], is the total number of sCCEs in sPDCCH RB set[image: ]of sTTI[image: ], and is the number of sPDCCH candidates to monitor at aggregation level in sTTI k.

The next question is how to map the logical sCCEs to physical resource in sPDCCH RB-set. As an outcome of [90-06], the following proposals seem to be agreeable: 
[90-06]-Proposal 13: For an RB set configured with more than 1 symbol and CRS-based sPDCCH, the distributed sCCE-to-sREG mapping is implemented at the sREG level.

[90-06]-Proposal 14: For an RB set configured with more than 1 symbol and DMRS-based mapping, the distributed sCCE-to-sREG mapping is implemented at the sCCE level.
[90-06]-Proposal 15: For a CRS-based sPDCCH, sREGs within an sPDCCH set  are numbered in a frequency-first time-second manner from 0 to .
[90-06]-Proposal 16: For a DMRS-based sPDCCH, sREGs within an sPDCCH set  are numbered in a time-first frequency-second manner from 0 to .
Above agreements can be used directly for mapping of logical sCCEs to localized sPDCCH RB-sets. For distributed sPDCCH RB-sets, we propose that a single interleaver is defined for both CRS-based and DMRS-based sPDCCH, where interleaver operates on sREG level for CRS-based sPDCCH and on sCCE level for CRS-based sPDCCH. We propose a simple EPDCCH-like block interleaver. Figure 2 shows the proposed interleaver operating on interleaving-units (IU), which can be sREGs or sCCEs. In block interleaver the IU indexes are written in row-wise, and read out column wise. In the proposed approach, the number of rows in the interleaver matrix determine number of interlaces, as seen on two examples in Figure 2. It can be also observed that randomization can be achieved by setting the number of rows (two and four in Figure 2) and starting IU (0 and 2 in Figure 2). In Figure 2, the logical 4 sREGs forming logical sCCE 0, overlap in these two examples only in one physical sREG.




Figure 2 Two examples of block interleaving


Proposal-4: Adopt a block interleaver for distributed sPDCCH RB-set where the interleaving units (sREG for CRS-based sPDCCH RB-set, sCCE for DMRS-based sPDCCH RB-set) are written in row-wise, and read out column wise. FFS on how to determine number of rows and the starting IU. 
	

	
5. Conclusion
Based on the discussion in this contribution, we have the following observations and proposals:
Proposal-1: A UE can be configured with up to 4 sPDCCH RB-sets. Each sPDCCH RB-set can be configured with one of the following three states: (i) monitor in all subframes (ii) monitor only in MBSFN subframes (iii) monitor only in non-MBSFN subframes.	
Proposal-2: Up to N sets of values of the number of sPDCCH candidates in supported aggregation levels can be configured for a subslot sPDCCH RB set, a bitmap of 5bits determines in which sTTI1- sTTI5 each set of values applies
· If multi-sTTI scheduling is not supported, N=2.
· If multi-sTTI scheduling is supported from sPDCCH, N=3.
Proposal-3: Within an sPDCCH RB set, an sPDCCH candidate consisting of consecutive sCCEs may start on any logical sCCE independently of the aggregation level L.
Proposal-4: Adopt a block interleaver for distributed sPDCCH RB-set where the interleaving units (sREG for CRS-based sPDCCH RB-set, sCCE for DMRS-based sPDCCH RB-set) are written in row-wise, and read out column wise. FFS on how to determine number of rows and the starting IU. 
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