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1. Overall Description:

RAN1 made the following agreements and working assumptions on channel coding. 
LDPC coding
RAN1 #85 (Nanjing) meeting, 
Agreement: 
· For the purpose of study and comparisons, quasi-cyclic like LDPC codes  are defined as follows: 

· The Parity check matrix of Quasi-cyclic like LDPC Codes is defined at least by a matrix H of size (mb×z)×(nb×z), which consists of sub-block matrices of size z×z,  where each sub-block matrix is composed by circularly shifted matrices or zero matrices. Wherein, mb, nb and z are integers larger than 1.

· The values of mb, nb and z are FFS. 

· Companies providing evaluations or proposals for LDPC codes are encouraged to show how:

· Multiple code rates and multiple code sizes would be supported, 

· Suitable granularity of information block size and code rate would be supported,

· How to support HARQ with/without IR.

RAN1#86 (Gothenburg) meeting, 

Agreement:  
· Channel coding techniques for NR, should support the following:
· Info block size K flexibility: 

· Granularity at lower end of range of K = [D1] bits

· D1 may be different for control and data channels

· FFS whether D1 may be different for different code rates

· FFS whether the granularity is coarser at higher values of K 

· Shortening (i.e. assigning info bits to known values, e.g. 0) may be used to provide info block size flexibility 

· Codeword size flexibility: 

· Basic code design with rate matching (i.e., puncturing and/or repetition) supports 1-bit granularity in codeword size

Agreement: 
· Channel coding technique(s) designed for data channels of NR support both Incremental Redundancy (IR) (or similar) and Chase Combining (CC) HARQ

RAN1#87 Reno meeting, 
Agreement: 
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted Z(Z identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0( j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
· Rate matching to support transmission code rate higher than Rmax,j is not precluded
Agreement: 
· UL eMBB data channels:

· Working Assumption to adopt flexible LDPC as the single channel coding scheme for small block sizes (to be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, implementation complexity and flexibility)

· (Note that it is already agreed to adopt LDPC for large block sizes)

· DL eMBB data channels:

· Adopt flexible LDPC as the single channel coding scheme for all block sizes

· UL control information for eMBB

· Adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· DL control information for eMBB
· Working Assumption to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred)
· To be confirmed unless significant issues are identified by the RAN1 Jan adhoc in relation to performance, latency, power consumption and implementation complexity
RAN1#AH Spokane meeting,

Agreement: 

· The channel coding working assumptions from RAN1#87 are agreed, with clarification that the mentioned DL control information means DCI (i.e. does not include PBCH, SIBs or PCFICH (if it exists for NR))
RAN1#88 Athens meeting,

Conclusion: 
· Minimum set of information block sizes granularity for evaluation at BLER 1e-2 and 1e-4:

	Kmin<=K<=512 
	528<=K<=1024 
	1056<=K<=2048 
	2048<=K<=6144
	6144<=K<=8192

	8
	16
	32
	64
	128


· Some off-grid values of K shall also be evaluated. 

· Minimum information block size for evaluation = 40

RAN1#AH Spokane meeting,
Working Assumption: 
· For at least one base graph, 
· the parity check matrix consists of five sub-matrices (A, B, C, D, E)
 SHAPE  \* MERGEFORMAT 



· A may contain systematic and parity bits

· B: 
· B is not necessarily square

· One of the columns has weight-three 
· The columns of B after the weight-three column have a dual diagonal structure, e.g.:
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· C is a zero matrix

· E is an identity matrix for the above base graph
· Other structures can be considered for other base graph(s), if any

· Can be revisited if another structure is shown to be superior in performance and complexity

Agreement:

· Base graph for supporting Kmax has minimum code rate Rmin,kmax = ~1/3 
· ‘~’ means approximately
· This does not preclude extending the same base graph to code rate lower than ~1/3 when supporting K<Kmax, provided that the number of variable nodes (after lifting) of any parity check matrix, Nmax, is not exceeded, where:
· Nmax = Kmax / Rmin,kmax + Nsys,punct
· Nsys,punct is the number of built-in punctured systematic bits
· Base graph for any info block sizes K has
· Rmin,k >= ~1/5, provided that Nmax is not exceeded
Working Assumption: 
· For the purpose of H matrix design, minimum Code Block Size (including CRC) in the range 40-100 bits should be considered

Conclusion:

· Evaluations at BLER of a single code block = 1e-2 (for performance comparison between codes) and 1e-4 (for the purpose of comparing the error floor performance of the codes)

· (Note that this does not preclude other comparison criteria)

Agreement:

· For the QC-LDPC design, the non-zero sub-blocks have circulant weight = 1
· Circulant weight is the number of superimposed circularly shifted Z(Z identity matrices
Agreement: 

Shortening is applied before LDPC encoding when necessary
· Working assumption: Filler bits F are attached at the end of info block B to form vector U = [B F] 
· Can be verified at RAN1#88
· Vector U is the input to LDPC encoding
· The filler bits F are not transmitted
Agreement: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported
Agreement: 
· Before code block segmentation, LTB,CRC bit TB-level CRC are attached to the end of the transport block
· LTB,CRC <=24 bits
· LTB,CRC value is determined to satisfy probability of misdetection of TB error <=10-6
· Inherent error detection of LDPC codes is taken into account in determining the LTB,CRC value
RAN1#88 Athens meeting 
Agreement: 

Working Assumption from Jan adhoc is confirmed with modifications as follows: 

· A corresponds to systematic bits
· B is square and corresponds to parity bits
· The first or last column may be weight 1
· The non-zero value is in the last row and this row is weight 1 in B
· If there is a weight 1 column, then the remaining columns contain a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
· If there is no weight 1 column
· B consists of only a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
E.g.:
[image: image6.png]



Agreement:  
· Number of base graphs for eMBB is FFS between 1 and 2

· Evaluate the potential gains from 2 base-graphs compared to a single base-graph until RAN1#88bis

Agreement: 

· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs:
· {8192, 256}, {8192, 512}, {FFS near 8192, 320}
Definitions and notation to be used in continuing work on lifting analysis:
· For a given shift size Z
· A QC-LDPC code can be defined by a parity check matrix
· A parity check matrix can be defined by its base graph and shift values.
      > Element 1s in the base graph is replaced by a circulant permutation matrix of size ZxZ.
      > Element 0s in the base graph is replaced by zero matrix of size ZxZ. 
· Shift values can be calculated by a function Pi,j = f(Vi,j, Z)
· Vi,j is an integer corresponding to the (i,j)-th non-zero element in a base matrix
· Shift size Z
· The size of circulant permutation matrix
· Shift value Pi,j 
· Circularly shifted value from the identity matrix for the (i,j)-th non-zero element in a base matrix. 
· Circulant permutation matrix
· The  ZxZ circulant permutation matrix which shifts the  ZxZ identity matrix I to the right by Pi,j  times for the (i,j)-th non-zero element in a base matrix.
Agreement: 
· Number of bits for TB-level CRC is: LTB,CRC =24 bits, at least for TBs larger than a threshold (e.g. around 512 bits)
· FFS the value of LTB,CRC for TBs smaller than the threshold, and the value of the threshold (0 is not precluded)
· If a TB is segmented into 2 or more CBs after code block (CB) segmentation,
· CB-level CRC is applied, i.e., CRC bits are attached to each code block individually (as in LTE)
· Number bits for CB-level CRC is: 0 < LCB,CRC <= 24 bits
· Exact value(s) LCB,CRC are to be agreed after base graph(s) are agreed, taking into account inherent LDPC PC capability
· FFS whether for a code block group (CBG) containing 2 or more CBs but not all CBs of the TB, any additional CRC bits are attached to the CBG
· To be decide after decision on the value(s) of LCB,CRC 
Agreement: 
· For TB of size TBS > KCB,max – LTB,CRC, the TB is segmented into multiple CBs
· The CBs may be further grouped into code block groups (CBGs)
· It is not precluded that CBGs in a given TB may contain different numbers of CBs

Working Assumption:  
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where [image: image17.png]7 = ax2/



:
	Z
	a

	
	2
	3
	5
	7
	9
	11
	13
	15

	j
	0
	2
	3
	5
	7
	9
	11
	13
	15

	
	1
	4
	6
	10
	14
	18
	22
	26
	30

	
	2
	8
	12
	20
	28
	36
	44
	52
	60

	
	3
	16
	24
	40
	56
	72
	88
	104
	120

	
	4
	32
	48
	80
	112
	144
	176
	208
	240

	
	5
	64
	96
	160
	224
	288
	352
	 
	 

	
	6
	128
	192
	320
	 
	 
	 
	 
	 

	
	7
	256
	384
	 
	 
	 
	 
	 
	 


· FFS by RAN1#89 whether some values can removed from the above table. 

· FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table. 

Agreement:  
The base graph design is selected from the following alternatives:

Alt 1: One base graph covering ~1/5 <= R <= ~8/9

Alt 1a: Two nested base graphs, where: 

· Base graph #1 
· Covers info block size K: 

Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Nested within base graph #1
· Covers info block size K: 

 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax =16 is the starting point; lower values in the range 10<=Kbmax<16 are encouraged if feasible. 
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
Alt 2: Two base graphs, where: 

· Base graph #1 
· Covers info block size K: 

Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Not nested within base graph #1
· Covers info block size K: 

 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax = 10 is the starting point; higher values in the range 10<Kbmax<=16 can also be considered if necessary.
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
BLER Performance is the main criterion for selecting between Alts 1, 1a and 2 (since it is already assumed that complexity is not increased significantly by the addition of a second smaller base graph); decoding latency (e.g. evaluated by the number of edges) should also be considered as an important criterion.

Conclusion for evaluations: 

· For BLER (using only the information bits) performance evaluations, use SPA, floating point Flooding 50 iteration, early termination based on parity check.
RAN1#89 Hangzhou meeting

Agreement:
· If bit-level interleaving is applied, it should be limited to each code block individually

Next steps: 

· Evaluation of bit-level interleaving and decision on its adoption will take place in the channel coding session. 
· If adopted, decide the location of bit-level interleaving relative to circular buffer. 

Agreement: 
· FFS: how CB sizes are determined within a TB

· One of the following approaches will be selected at June Adhoc for determining the Z values of code blocks within a TB:

· Alt 1. Same value of Z 
· Alt 2. At most two different values of Z for a given TB
Working Assumption: 
· The number of redundancy versions is at least 4

· FFS whether 8, 16 RVs should be available

Conclusion: 
· The maximum supported effective code rate for DL and UL transport blocks will be determined after selecting the code. 

Agreement: 

· The selection of base graph design is narrowed down to Alts 1a and 2 from RAN1#88bis

Agreement:  

· For base graph #1:

· The dimensions of the base matrix are 68 columns, 46 rows (to support R=1/3)

· Seven 46x68 base matrices are identified as the set of candidates:
· Provided in the excel file R1_1709751.xlsx in R1-1709751 as Candidates A to G.
· By constructive email discussion until Thursday 1st June – Keeth (Nokia), agree (from the set of candidates or a merged solution), for evaluation and downselection until June adhoc:

· a single 46x68 base matrix, 

· the set of shift sizes

· For base graph #2:

· By constructive email discussion until Monday 12th June – Keeth (Nokia), agree a single base matrix for Alt 1a and a single base matrix for Alt 2, for evaluation and downselection until June adhoc

· Kbmax = 10 

· Design supports Kmax2 = 

· Working assumption 2560 

· 3840 can be considered further if significant benefit is shown

· The dimensions of the base matrix are 42x52

· Evaluations are to be performed up to Kmax2; primary focus for code selection is performance for K up to around 1024

Open points to be concluded at June adhoc: 

· Selection between Alt 1a and Alt 2
· All coefficients and shift sizes to generate the final parity check matrices

Agreement: 
· 1st version of set of Alt2 BG2 candidates are those sent to RAN1 by 31st May 11pm PST
· Final version of set of Alt2 BG2 candidates should be provided by 5th June 11pm PST
· Note that additional candidates can be included that were not in the first version
Summary of deadlines and process: 
NxAlt2BG2 (31st May) -> 1xBG1 (1st June) 


-> 1xAlt1aBG2 (12th June)





-> NxAlt2BG2’ (5th June) -> 1xAlt2BG2’ (12th June)

The email discussion [89-24] and [89-25] made the following working assumptions.
Working Assumption:
For base graph #1: 

· The number of shift coefficient designs is 8. 

· The set of shift coefficient are defined for ‘a’, where ‘a’ is used for definition of lifting-size, a[image: image19.png]


2j , where set of set of shift coefficient are defined as, 

	Set 1
	Z = 2*2j, j=0,1,2,3,4,5,6,7

	Set 2
	Z = 3*2j, j=0,1,2,3,4,5,6,7

	Set 3
	Z = 5*2j, j=0,1,2,3,4,5,6

	Set 4
	Z = 7*2j, j=0,1,2,3,4,5

	Set 5
	Z = 9*2j, j=0,1,2,3,4,5

	Set 6
	Z = 11*2j, j=0,1,2,3,4,5

	Set 7
	Z = 13*2j, j=0,1,2,3,4

	Set 8
	Z = 15*2j, j=0,1,2,3,4


· Shift value Pi,j can be calculated by a function [image: image21.png]
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), where Vi,j is the shift coefficient of the (i,j)-th element in the corresponding shift design. The function [image: image29.png]


 is defined as, 
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  Working Assumption:
For base graph #2: 

· The number of shift coefficient designs is 8. 

· The set of shift coefficient are defined for ‘a’, where ‘a’ is used for definition of lifting-size, a[image: image32.png]


2j , where set of set of shift coefficient are defined as, 

	Set 1
	Z = 2*2j, j=0,1,2,3,4,5,6,7

	Set 2
	Z = 3*2j, j=0,1,2,3,4,5,6,7

	Set 3
	Z = 5*2j, j=0,1,2,3,4,5,6

	Set 4
	Z = 7*2j, j=0,1,2,3,4,5

	Set 5
	Z = 9*2j, j=0,1,2,3,4,5

	Set 6
	Z = 11*2j, j=0,1,2,3,4,5

	Set 7
	Z = 13*2j, j=0,1,2,3,4

	Set 8
	Z = 15*2j, j=0,1,2,3,4


· Shift value Pi,j can be calculated by a function [image: image34.png]
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), where Vi,j is the shift coefficient of the (i,j)-th element in the corresponding shift design. The function [image: image42.png]


 is defined as, 
[image: image43.png]



Working assumption 

· For a given information block size K, (Kb, Z) are determined as follows, 

         For base graph #1
o    Determine Z: minimum Z value such that Kb∙Z >= K, where Kb = 22. 

o    Once the lift size Z is decided, choose the corresponding labelling matrix from {Set 1, Set 2 ,…, Set 8} according to the agreed Z set

         For base graph #2

o    If (K>640) 

Kb=10; 

Elseif (K>560) 

Kb=9; 

Elseif (K>192) 

Kb=8; 

else

Kb=6;

end                              

o    Determine Z : minimum Z value such that Kb∙Z >= K 

o    Once the lift size Z is decided, choose the corresponding labelling matrix from {Set 1, Set 2 ,…, Set 8 } according to the agreed Z set.

· The above (Kb, Z) selection rule does not impact the decision on Kmin1 and Kmax2 

· Further optimization on how to determine (Kb, Z)  is possible until RAN1#90.

· FFS how to select PCM

RAN1-NR-AH#2 Qingdao meeting 
Agreement: 

· CBG-level CRC is not adopted

Agreement: 

· Same value of Z for code blocks within a TB

Agreement: 

· Working assumption from RAN1-NRAH#1 is confirmed that filler bits F are attached at the end of info block B
Agreement: 
· The number of RVs is 4. 

· The RVs are at fixed locations in the circular buffer

· RV#0 is self-decodable

· Working assumption (to be confirmed after selection of the BGs): The first 2Z punctured systematic bits are not entered into the circular buffer

Agreement: 
Final parity check matrices for NR LDPC base graph #1 and #2 are agreed as in excel files R1-1711982_BG1.xlsx and R1-1711982_BG2.xlsx in R1-1711982.

Agreement: 
· Base graph #1 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS > X or code rate of the initial transmission > Y
· Base graph #2 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS <= X and code rate of the initial transmission <= Y
· Working assumption : X = 2560 and Y = 0.67
· FFS after PCM decisions if X can be extended to 3840 and/or Y can be extended to 0.75
To be checked how the receiver knows in each case the code rate of the initial transmission, and how exactly it is defined. 

FFS whether some UE capabilities may be possible that do not require the implementation of both base graphs. 

RAN1 #90 Prague meeting 
Agreement: 

· LTB-CRC = 16 for TBs smaller than or equal to 3824 bits 

· LCB-CRC = 24 bits

· CRC polynomials: 

· 24 bits: Reuse both A and B from 36.212 for corresponding CB and TB CRCs 

· 16 bits: Reuse from 36.212

Agreement:

· Equal code block size after segmentation

· Working Assumption: TBS determination procedure ensures that TBS plus TB-CRC can be factored into the number of CBs multiplied by the CBS (before addition of LDPC encoding filler bits).
· (If a special case emerges where the TBS determination procedure cannot achieve the above criterion, equal CBS would be achieved by zero-padding.)
Working Assumption, to be checked after finalisation of the TBS table and confirmed if TBSs exist for which the following is meaningfully beneficial and does not cause meaningful degradation: 
· For initial transmissions with code rate Rinit > 1/4*, BG2 is not used when TBS>3824 

· If the FFS on UE capabilities w.r.t. support of both BGs is resolved such that it is possible that a UE does not support BG1, then the above bullet only applies if the UE supports BG1. 
· BG2 is used for initial transmissions with code rate Rinit <= ¼* for all TBS supported at that code rate
· For BG2 with TBSs larger than 3824, the TB is segmented into CBs no larger than 3840
· * ¼ is TBC at NR AH#3
Email agreement on the definition of Rinit until Wednesday 30th August (Yufei, Ericsson):

Alt 1: 

· Denote the code rate of the initial transmission after applying LBRM (if applied) as Rinit

Alt 2: 

· Rinit is the effective code rate at initial transmission of the transport block. An effective code rate is the code rate used in running the LDPC encoder and decoder, after taking into account both: 
· (a) the nominal code rate, as signalled in a control information to schedule the transmission of the transport block; and 
· (b) LBRM (if applied)
Modifications to the above alternatives can also be considered. 

This definition should also applies to previous agreements on BG selection.
Agreement: 

· A bit-level interleaver within a code block is included at the output of the rate matcher

Agreements: 

· Confirm the Working Assumption that the punctured systematic bits are not entered into the circular buffer

· Filler bits are entered into the circular buffer.
· The starting position of each RV is an integer multiple of Z.

· The starting positions of RVs for limited buffer should be approximately scaled from the full buffer positions, while remaining integer multiples of Z.
Next steps: 

· Investigate until NR AH#3 whether non-uniform fixed starting positions for the RVs within the circular buffer can be found giving improved performance

· FFS until NR AH#3 whether a single reordering function (e.g. as shown in Fig 5 in R1-1713462) should be supported for RVs greater than zero before the bit collection step, considering both performance and complexity. 

FFS: RV order for special cases where RV index is not explicitly signalled

Agreement: 

X=3840

Y=0.67

Polar coding
RAN1#AH Spokane meeting

Agreed Description Method: 
· In NR Polar Code discussion, polar codes will be described without bit reversal in the encoder, i.e.:
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Note that this does not affect any aspect of the Polar code design.
Agreement: 
· Maximum mother code size of Polar code, N=2n, is:
· 256 <= Nmax,DCI <=1024 for downlink control information
· 1024 <= Nmax,UCI <= 2048 for uplink control information
· Exact values to be revisited with the aim of agreeing at RAN1#88  
Agreement: 
· To compare CRC-related aspects of polar code design,
· The same FAR performance (the same as LTE) should be considered for a fair comparison
· List size Lmax 8 is the baseline (evaluations of other values are not precluded)
· Performance metrics (may be based on analytic derivation)
· BLER
· FAR (with AWGN as input to the decoder)
· Polar codes for control channels support one of the following alternatives:
· Alt. 1: CRC + “basic polar” (i.e. as per above agreed description) codes
· 1a: Longer CRC
· e.g.
(J + J’) bits CRC + basic polar
· 1b: J bit CRC

· The J bits can be distributed
· The CRC can be used for both error detection and error correction
· Alt. 2: J bits CRC + concatenated polar codes 
· e.g.
 J bits CRC + J’ bits CRC + basic polar;
            
 J bits CRC + J’ bits distributed CRC + basic polar;
           
 J bits CRC + PC bits + basic polar; (i.e. PC-Polar)
           
 J bits CRC + Hash sequence + basic polar;

…
· J bits CRC is only used for error detection
RAN1#88 Athens meeting

Conclusion: 
· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2

· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding

· Note that any PC-frozen bits would be considered to be among the J’ bits

· The following are examples:

J bits CRC + J’ bits CRC + basic polar;
            
 J bits CRC + J’ bits distributed CRC + basic polar;
           
 J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
           
 J bits CRC + J’ Hash sequence + basic polar;
(J + J’) bits CRC + basic polar
Agreement for DCI: 
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information
Working Assumption for UCI: 
· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024
RAN1#88bis Spokane meeting

Conclusion: 
· Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded
Agreement: 
· J CRC bits are provided (which may be used for error detection and may also be used to assist decoding and potentially for early termination)
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations (which may be used to assist decoding and potentially for early termination)
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6

· Working assumption: 

· For DL, nFAR = 16 (at least for eMBB-related DCI)

· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)

· J’>0

· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations (which may be used to assist decoding and potentially for early termination)
· Can be revisited in RAN1#89 if significant benefit is shown from a larger value of J” without undue complexity – companies are encouraged to additionally evaluate J”=8
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)
· Placement of the J, J’ (and J” if any) assistance bits is FFS after the study of early termination techniques

· Appended?

· Distributed?

· evenly?

· unevenly? 

Agreement: 

· K=1 (if channel coding is applied):

· Repetition code

· K=2 (if channel coding is applied):

· Simplex code

· 3<=K<=11:

· LTE RM code

· Note that if NR requires a codeword size N that is not supported by the LTE RM code, then the LTE RM code will be extended by repetition as in LTE

· 12<=K:

· Polar code (single design for all control information sizes, except for possible omission of CRC bits for payloads <= ~22 bits)

RAN1#89 Hangzhou meeting 
Agreement: 

· For DL: 

· J’ = 3 or 6, to be downselected at June adhoc

· J’’ = 0

· At least some of the J + J’ bits are appended

· FFS until June adhoc:

· how the J + J’ bits are obtained 

· If J’=6, working assumption that at least some of the J + J’ bits are distributed (including to support early termination in the code construction) (Consideration of J’=6 proposals without distributed J+J’ bits are not precluded.)
· If J’=3, FFS until June adhoc whether some of the J + J’ bits are distributed (including to support early termination in the code construction)

· Consideration of distribution of bits shall consider complexity versus benefit and comparison to implementable purely implementation based methods for early termination
Email discussion until Thursday 1st June to align calculation methods for latency and complexity with early termination – Zukang (Huawei). 

Companies are requested to provide proposed schemes for evaluation by Thursday 8th June. 

Qualcomm, Ericsson have strong concerns on the maturity of code-construction based early termination. 

Qualcomm has strong concerns on the fifth bullet. 

Agreement:  
· Working assumption (1) that a single fixed sequence is provided for information and frozen bit selection for each mother code size

· FFS until June adhoc whether an additional fixed sequence per mother code size is beneficial for:

· 16QAM vs other modulations

· UL vs DL

· FFS until June adhoc the impact of channel interleaving on the possible need for multiple sequences

· A set of fixed sequences for different mother code sizes are derived from a single sequence for a single reference mother code size 
· The single reference mother code size is either: 
· the largest mother code size, max(Nmax,UCI, 512), or
· 64
· To be decided in June adhoc 
· If the working assumption (1) above is modified such that there is more than one sequence for the largest mother code size, additional set(s) of sequences may be derived for the other mother code sizes. 
· When selecting the sequences, take into account at least the known CCE sizes and if possible typical payloads 
Terminology for use in RAN1 from now on: 
· Puncturing refers to non-transmission of coded bits such that the non-transmitted bits are unknown at the receiver and the corresponding LLRs can be set to zero.

· Shortening involves setting input bits to a known value, and non-transmission of coded bits corresponding to those input bits, such that the corresponding LLRs can be set to a large value at the receiver.

Working Assumption is confirmed: 
· Maximum code size, Nmax=2n, at the output of Polar encoding for Uplink Control Information (UCI) is:
· Nmax,UCI = 1024 for uplink control information
Agreement: 
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS
RAN1-NR-AH#2 Qingdao meeting 

Conclusion: 

· RAN1 will work on a code construction based solution to deliver early termination benefits while achieving the FAR and BLER targets with acceptable complexity at least for the DL

· Revisit UL after designing the DL solution. 

Agreement: 

· All companies work together to design for the DL a Single CRC polynomial + Interleaver scheme to deliver early termination benefits while achieving the FAR (in presence of AWGN, and in presence of random QPSK, and undetected errors in intended user’s codeword), and BLER targets with acceptable complexity and latency. 

· Working assumption that the CRC length is 19 bits, to be finalised as part of the design, taking into account the number of blind decodes or hypotheses to be tested. 

· Longer CRCs will be considered if required to meet the FAR target

· For DL for K+nFAR>=12, and for UL where K+nFAR>22, J+J’ = nFAR + 3

· For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, comprising 3 parity bits and nFAR + 3 additional CRC bits

Note: K is the number of payload information bits without CRC or parity bits

Note: nFAR may be zero in some circumstances. 

Note: UE specific scrambling is not precluded and will be considered separately. 

Agreement: 
For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, 3 PC bits are generated according to the following steps:
1.  Encode K info bits to K+nFAR+3 CRC encoded bits,
· FFS the nFAR+3 CRC bit locations
2.  Select K’ = K+nFAR+6 most reliable bit positions
3.  Select 3 PC bits from the K’ reliable positions
· The most reliable n positions with wmin, where
· wmin is the minimum row weight (as defined in R1-1706193) of the K+nFAR+3 most reliable positions within the K’ reliable positions, where n is given by:
· n=1 if M-K-nFAR>192

· n=0 otherwise

· 3-n positions selected in least reliable positions within the K’ reliable positions.
4. Working Assumption:  The value of the PC bits is obtained from a length-5 cycle shift register as in R1-1706193
Agreement: 

· Channel bit interleaving is applied 

· The interleaving is either performed as part of the rate matching and/or after rate matching 

· To be confirmed after the rate matching discussion whether the interleaving is a separate function

· FFS whether the interleaver is a function of the modulation

· The same sequence for each mother code size is used for all modulations

· The UL sequence for a given mother code size is also used for the DL

Agreement for Next Steps: 

· Polar code sequence candidates, including any merged solutions, should be provided by Wed 2nd Aug – Zukang (Huawei)
· Identify candidates of polar code sequence according to the procedure below by Wed 9th Aug– Zukang (Huawei)
· Rate matching proposals for any sequence that has been selected as a winner by at least one company to be provided by Wed 16th Aug. – Zukang (Huawei)
Decision procedure: 

Candidate sequences shall have the property of simple nestedness, i.e. one sequence of length N/2 is nested with the sequence of length N 

· Presence or absence of any other property (including symmetry, arithmetic describability, down-nestedness (i.e. a sequence of length N/2 is nested within the lower half of the sequence of length N), up-and-down-nestedness (i.e. a sequence of length N/2 is nested in both the upper and lower halves of the sequence of length N)) shall not be used as a decision criterion. 

· Performance metric 
· SNR to achieve 10-2 and 10-3 BLER
· Simulation assumptions 

· Evaluate the block error rate (BLER) performance versus SNR
	Channel
	AWGN Channel

	Modulation
	QPSK

	Info. Block length (=K bits w/o CRC)
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excluding any code rates below 1/8

	Codeword length (=N)
	{64, 128, 256, 512, 1024} 

	Decoding algorithm
	List-X with LLR-based min-sum

	List sizes
	1,2,4,8,16 (pruned to 8 best paths for CRC check)

	Code construction for evaluation
	CA polar

	Number of (J+J’) bits
	19 bits (0b10100010101101111001 where the last bit is d19) 


PerfThresh_K = 0.1dB for lower range of K, 0.3dB for higher range of K

PerfThresh_L = 0.4dB for L=1, 0.2dB for L=2, 0.1dB otherwise. 

PerfThresh = max (PerfThresh_K, PerfThresh_L)

Each company selects a winning sequence by the following algorithm:

· For sequence A, 

· compare with sequence Bat each simulation case. 

· For each simulation case:

· if A’s performance is worse than B – PerfThresh, increment FailCount_AB

· if A’s performance is better than B + PerfThresh, increment WinCount_AB

· If (FailCount_AB – WinCountAB) / Total number of simulation cases > 2%, increment OverallFail_A

· compare with sequence Cat each simulation case. 

· For each simulation case:

· if A’s performance is worse than C – PerfThresh, increment FailCount_AC

· if A’s performance is better than C + PerfThresh, increment WinCount_AC

· If (FailCount_AC – WinCountAC) / Total number of simulation cases > 2%, increment OverallFail_A

· repeat for sequences D…N

· For sequence B, 

· compare with sequence A at each simulation case

· etc

· …

· For sequence N, 

· compare with sequence A 

· etc

· Select sequence with smallest OverallFail

If multiple sequences A to M have the same smallest OverallFail, 

· For sequence A, 

· compare with sequence Bat each simulation case. 

· For each simulation case, if A’s performance is better than B + PerfThresh, increment WinCount_AB

· compare with sequence C at each simulation case. 

· For each simulation case, if A’s performance is better than C + PerfThresh, increment WinCount_AC

· WinCount A = ∑WinCount_AB…AM

· repeat for sequences up to M

· Repeat for sequences B to M. 

· Select sequence with highest WinCount, referred to as sequence W. 

· If any WinCount_xW > WinCount Wx, then sequence(s) x is/are also selected. 

If more than 1 sequence is selected by at least one company, then the final sequence will be chosen from the sequences that were selected by at least one company according to the largest support in RAN1#90. 

Agreements: 


Rmin = 1/8 

Agreement: 
· To support repetition, puncturing, and shortening of Polar code:
· The N=2n coded bits at the output of Polar encoder is written into a length-N circular buffer in an order that is predefined for a given value of N
· To obtain M coded bits for transmission
· Puncturing is realized by selecting bits from position (N-M) to position (N-1) from the circular buffer
· Shortening is realized by selecting bits from position 0 to position M-1 from the circular buffer
· Repetition is realized by selecting all bits from the circular buffer, and additionally repeat (M-N) consecutive bits from the circular buffer
· Exact set of repeated bits FFS till RAN1#90
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RAN1 #90 Prague meeting 
Proposal based on former assumption of 19 CRC bits:

· Denote the input to the CRC computation by u0, u1, u2, …, uL-1, and the parity bits by p0, p1, p2, …, p18. The parity bits are generated by the following cyclic generator polynomial (0x9ED45):

· gCRC19(D) = [D19 + D16 + D15 + D14 + D13 + D11 + D10 + D8 + D6 + D2 + 1].
· After CRC calculation, the bits which will be fed into an interleaver are denoted by v0, v1, v2, …, vKmax+18, which fulfils:

· vk = uL-1-k

   for k = 0, 1, 2, …, L-1. 

· vk = <NULL>
for k = L, L+1, L+2, …, Kmax-1.

· vk = pk-Kmax

for k = Kmax, Kmax+1, …, Kmax+18.
· where Kmax + CRC length is the size of the interleaver. 
· Then v0, v1, v2, …, vKmax+18 is fed to the interleaver. Denote the output of the interleaver is w0, w1, w2, …, wKmax+18. The relationship between the input and output of the interleaver is as follows:

· wk = vΠ(k)

for k = 0, 1, 2, …, Kmax+18,

· where the pattern is defined in the working assumption below. 

· The interleaver pattern is one of the pattern in R1-1712167 and Patterns 3 and 2 from R1-1714377, in decreasing priority order. 

· Note that a longer CRC and associated interleaver pattern will be considered if required to meet the FAR target

Working Assumption: 

· Denote the input to the CRC computation by u0, u1, u2, …, uL-1, and the parity bits by p0, p1, p2, …, p23. The parity bits are generated by the following cyclic generator polynomial:

· gCRC24(D) = [D24+D23+D21+D20+D17+D15+D13+D12+D8+D4+D2+D+1]
· After CRC calculation, the bits which will be fed into an interleaver are denoted by v0, v1, v2, …, vKmax+23, which fulfils:

· vk = uL-1-k

   for k = 0, 1, 2, …, L-1. 

· vk = <NULL>
for k = L, L+1, L+2, …, Kmax-1.

· vk = pk-Kmax

for k = Kmax, Kmax+1, …, Kmax+23.
· where Kmax = max(140, max DCI payload size in Rel-15 + 20),  and Kmax + CRC length is the size of the interleaver. 
· Then v0, v1, v2, …, vKmax+23 is fed to the interleaver. Denote the output of the interleaver is w0, w1, w2, …, wKmax+23. The relationship between the input and output of the interleaver is as follows:

· wk = vΠ(k)

for k = 0, 1, 2, …, Kmax+23,

· where the pattern is the pattern for nFAR=21 in R1-1712167. 

If problems are identified with this pattern, companies can propose modifications to the polynomial and/or interleaver pattern at NR AH#3, keeping the modifications as minimal as possible.

Agreement on next steps: 

· By the Sept NR adhoc, companies are requested to evaluate exhaustively the FAR of the above working assumption to identify any potential FAR problems (i.e. below 1.5 x 2^-21 with 100 events):

· For evaluation purposes, assume max DCI payload size = 140

· Check for all values of K with granularity of 4 from 16 to 100, and granularity of 20 up to 140.

· Check for M values 96, 192, 384,  768 (with repetition for 768)

· Not including combinations of K and M that would give R < 1/8 or greater than 5/6

· Priority will be given to R<=2/3

Ericsson, LG and NEC expressed concern that the above working assumption only approximately meets the 2^-21 FAR target, whereas when considering the 19-bit CRC the exact FAR target was used for comparing the distributed CRC proposals. 

All parties are expected to work together with good will. 

Agreement: 

For UL code construction: 

· (nFAR + 3) CRC bits are generated by a single CRC polynomial
· CRC polynomial is FFS 

· Companies are to provide CRC proposals by 6th September

· Working Assumption: The CRC bits are attached as a block to the end of info bits
· Can be revisited at NR AH#3 if FAR is shown to exceed 1.5 x 2^-nFAR.

Proposal for email agreement by Wed 30th August – Yufei (Ericsson):

· 12 <= K + nFAR <= 22: 

· For 8<=K<=18, nFAR = 4

· This gives: 12<= K + nFAR <= 22

· 22 <= K + nFAR <= 256: 

· For 19<= K <=248, nFAR = 8

· This gives: 27 <= K + nFAR <= 256

· K + nFAR > 256: 

· For K>248, nFAR = 16

· This gives: K + nFAR > 256

Agreement: 

· Huawei sequence from R1-1712174 is selected. 

Working Assumption: 

· Polar rate matcher: Option 2 from R1-1715000 with corrections of typos:

· Slide 13: in top part of figure, second “25” -> 26

· Slide 15: 0.7/16 -> 7/16

· Channel interleaver:

· Uplink: Triangular interleaver (e.g. as in R1-1713474)

· Downlink: Parallel rectangular interleaver (e.g. as in R1-1714691)

· To be confirmed at NR AH#3 unless it is shown that there are no meaningful benefits of including the downlink channel interleaver, using evaluation assumptions in R1-1714983

Agreement: 

· R1-1714983 Proposed Evaluation assumptions for Polar Channel Interleaver for DL
Intel, Fujitsu

· Results with other channel models are not precluded in addition. 

· Interference modelling can also be included. 

· Use the distributed CRC and interleaver from the Working Assumption. 
Agreement: 

· For UL, the channel bit interleaver is a separate stage after rate matching.

· For DL, see working assumption above.
Coding for PBCH
RAN1#88bis Spokane meeting

Agreement: 
· The primary candidates for PBCH channel coding are: 

· Polar control channel coding scheme, with Nmax <= 512, reusing same decoder

· LDPC data channel coding scheme, reusing same decoder – i.e. no new shift network, but a new base graph may be considered

· LTE TBCC may also be considered if fundamental problems are unresolved with the above candidates

· Evaluate BLER and FAR performance until RAN1#89, with the following assumptions:

· Implementable decoders, i.e.:

· For polar decoding: Lmax = 8

· For LDPC decoding: min-sum variants, flooding 50 iterations

· Info + CRC = 40-100 bits

· Target FAR is that achieved with CRC size = 16

· Starting code rate <= 1/6

· Performance to be compared based on a single transmission with no combining

· Note that it is assumed that PBCH uses Chase combining – i.e. IR is not supported.  

· Decoder power may optionally also be considered

RAN1#89 Hangzhou meeting
Agreement: 
· Polar coding is adopted for NR-PBCH

· Using same polar code construction as for the control channel

· Nmax = 512

· Working assumption that the data, including time index if carried by NR-PBCH excluding DMRS, is transmitted explicitly


· Can be revisited if significant benefit is shown from partial implicit transmission of time index if allowed by the polar code design
2. Actions:
To RAN4,
ACTION: 
RAN1 respectfully asks RAN4 to take the above agreements into account. 

3. Date of Next TSG-RAN WG1 Meetings:

TSG RAN WG1 meeting NR Ad-hoc #3
18 – 21 Sept 2017
Nagoya, Japan

TSG RAN WG1 meeting #90bis

9 – 13 Oct 2017

Prague, Czech Republic
TSG RAN WG1 meeting #91

27 Nov – 1 Dev 2017
Reno, Nevada, USA
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