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Introduction
In RAN1 NR Ad-Hoc#2, the following conclusion and agreement were reached.
	Conclusion: 
· RAN1 will work on a code construction based solution to deliver early termination benefits while achieving the FAR and BLER targets with acceptable complexity at least for the DL
· Revisit UL after designing the DL solution. 

Agreement: 
· All companies work together to design for the DL a Single CRC polynomial + Interleaver scheme to deliver early termination benefits while achieving the FAR (in presence of AWGN, and in presence of random QPSK, and undetected errors in intended user’s codeword), and BLER targets with acceptable complexity and latency. 
· Working assumption that the CRC length is 19 bits, to be finalised as part of the design, taking into account the number of blind decodes or hypotheses to be tested. 
· Longer CRCs will be considered if required to meet the FAR target
· For DL for K+nFAR>=12, and for UL where K+nFAR>22, J+J’ = nFAR + 3
· For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, comprising 3 parity bits and nFAR + 3 additional CRC bits
Note: K is the number of payload information bits without CRC or parity bits
Note: nFAR may be zero in some circumstances. 
Note: UE specific scrambling is not precluded and will be considered separately. 



In this contribution, we present evaluation results for the distributed CRC and interleaving scheme from [5]. 

Code Construction Evaluated
We use the distributed CRC scheme from [5] where 5 CRC bits are distributed and 14 CRC bits are placed at the end of the information bits.
In the SCL decoder the distributed CRC bits are treated as normal information bits in terms of LLR update and sorting of candidate paths. The difference is, at each of the distributed CRC bits, an additional step is performed to see if there are candidate paths that satisfy the CRC checks. When there are no surviving candidate paths that fulfil the CRC check the decoding is terminated. All distributed CRC bits are used to continuously check if there is no surviving list that fulfil the CRC checks.  However, the distributed CRC bits are not used to trim the surviving list and thus do not affect the SCL decoding process unless it is detected that no surviving candidate path passes any of the distributed CRC bits.
To judge the processing time reduction of the early termination scheme a simple model of the decoder processing time is used. We assume each bit processed contribute with a decoding time unit in the relation 2:1 for information bits relative to frozen bits. The additional time spent for information bits is due to list sorting and selection in addition to the LLR calculations that are also done for frozen bits.
Note that the need of early termination only exists for DCI, where UE performs numerous blind decoding when attempting to detect a DCI. For UCI, there is no blind decoding, and therefore no need of early termination. 
[bookmark: _Ref178064866]Simulation setup
Compared to plain CA-Polar, which has been used extensively in academic and industrial studies for years, the distributed CRC is a relatively new and unproven scheme. Hence to ensure robust performance of the scheme for DCI, careful checking of all the performance metrics are necessary, with fine-granularity sweep over the entire range of K and M that might be used for downlink control in the entire lifetime of NR.
1. Distributed CRC schemes should be evaluated with fine-granularity sweep over the entire range of K and M.

In this contribution, a small sample of the test cases are evaluated as a preliminary study. Two different information block sizes have been tested using the DCI simulation assumption: 
· 20 bits + 16 bits CRC and 
· 60 bits + 16 bits CRC.
Four different transmitted code sizes have been tested: 96, 192, 384 and 768 bits. These code sizes correspond to 1, 2, 4, 8 aggregation levels. As agreed for NR PDCCH, one CCE is composed of 6 REGs, and one REG is composed of 12 REs in an OFDM symbol. Further, although it is not decided yet, in this study it was assumed that DMRS poses 1/3 overhead (4 RE for one REG), leaving 8 REs available for carrying QPSK symbols of PDCCH in a REG. 
For 768 transmitted bits simple repetition “Natural – Repetition” with mother code block size of 512 bits has been used. For the other block sizes “Split-natural – Puncturing” puncturing have been simulated [4].
· “Natural – Puncturing”:
· Repeat code bits with indices , i.e. the first ) bit positions.
· “Split-natural – Puncturing”: 
· Puncture the first bits naturally from bit index 0, and additional bits if needed are punctured alternately from  and , as described in [3][4].  

The information bit ordering sequence (or equivalently, frozen bit sequence) is the sequence submitted by Ericsson [7] for the sequence evaluation.
The performance of the proposed scheme [5] is compared with that of CA-Polar, which provides the FAR and BLER targets. In this contribution, the FAR targets are distinguished as two metrics: 
· False Alarm Rate, where the decoder input = random QPSK symbols plus AWGN;
· Undetected Error Probability, where the decoder input = intended codeword plus AWGN.

Simulation Results

Effectiveness of Early Termination
[bookmark: _Ref462125875]The evaluation of the early termination focuses on the scenario where a UE attempts blind decoding on data not intended for it. Therefore, the decoder input is modelled as random QPSK symbols with AWGN. The simulations estimate the decoder processing time when early termination is enabled via 5 distributed CRC bits, with respect to decoding with no early termination.
In terms of methodology for estimating effectiveness of early termination, we use the same methodology for estimating the processing time complexity as in [6]. Effectively we assume a processing time ratio of 2:1 between information bits and frozen bits. And we ignore initial frozen or punctured bits.
The relative decoder processing time is shown in Figure 1 – Figure 2 for K=20 and K=60 respectively. SCL with list size L=8 is used. Histogram of early termination are shown in the Appendix. 
The simulation results show that the early termination gain of the distributed-CRC scheme [5] is small:
· Only the high code rate cases provide any meaningful reduction of decoding processing time. Among the cases tested, the maximum processing time savings is 24% for L=8 and M=96. M=96 gives the highest code rate compared to other M values. 
· Low code rate (e.g., R<1/3) cases benefit little from early termination. For example, the processing time savings is 9% for L=8 and M>=384.
The early termination gain of [5] is lower than that of [8] even though the simulator used in [8] underestimated the early termination gain.

Observation 1 Overall, decoder processing time is reduced only marginally by the distributed-CRC scheme tested [5].
Observation 2 Decoder processing time reduction is higher when the block size is small (e.g., <=24% when M=96).
Observation 3 Decoder processing time reduction is low when the block size is high (e.g., <=9% when M>=384).
It is also important to emphasize the observation made in [6] according to extensive tests.
Observation 4 Decoder processing time reduction is negligible when the decoder complexity is high (i.e., large list size), while the reduction is not needed when decoder complexity is already low (i.e., small list size).

1. [bookmark: _Hlk490684464]Other distributed CRC schemes should be explored to provide better early termination gain while requiring less complexity and latency than [5].
Since the processing time reduction is low for most of the practical cases, the simple CA-Polar scheme is complicated with the interleaved CRC scheme, with little benefit of early termination gain. As noted in several contributions, if one does wish to enable early termination of the Polar decoding, there are numerous implementation based methods, such as path metric based methods, and SC+SCL methods. None of the implementation based methods require a modification of the Polar code construction. 
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Figure 1. Relative processing time using early termination for K=20 CA-Polar and Interleaved CRC.

[image: ]Figure 2. Relative processing time using early termination for K=60 CA-Polar and Interleaved CRC.
BLER
The BLER performance for the interleaved CRC scheme is practically identical for all tested cases and matches the plain CA-Polar scheme. This is shown in Figure 3 and Figure 4.
[image: ]Figure 3. BLER for K=20 information bits for CA-Polar and Interleaved CRC.

[image: ]Figure 4. BLER for K=60 information bits for CA-Polar and Interleaved CRC.

False Alarm Rate
As agreed in RAN1, the False Alarm Rate (FAR) tests are performed with random QPSK symbols plus AWGN as input to the decoder.  This is the vast majority of the case in DCI blind decoding, where either the eNodeB didn’t send any valid DCI in the search space, or the UE attempts decoding of the 43 out of 44 candidates that do not contain the intended codeword.
The FAR is calculated as:
FAR  = number of undetected erroneous packet / total number of packets;
As expected the interleaved scheme has similar FAR performance as the CA-Polar scheme with 16+3 bit CRC, i.e., FAR = 2-16. This is shown in Figure 5 and Figure 6.

[image: ]Figure 5. False alarm rate for K=20 information bits for CA-Polar and Interleaved CRC. 

[image: ]
Figure 6. False alarm rate for K=60 information bits for CA-Polar and Interleaved CRC. 


Undetected Error Probability
The undetected error probability is evaluated with intended codeword plus AWGN as input to the decoder. This is the case when the UE is decoding a codeword intended for it. This is the rare case in UE blind decoding attempts of DCI. This happens only when the gNodeB has sent a valid codeword in the search space, and the UE attempts decoding of the 1 out of 44 candidates, where the 1 candidate contains the valid codeword. 
The probability that the decoder does not detect that a decoded block is in error is “undetected error probability Pud”, when the UE attempts to decode an codeword intended for it. 
Pud = number of undetected erroneous packet / total number of packets
Note that in some description, Pud is also called FAR with undetected errors in intended user’s codeword.
As can be seen from the plots, the performance of the tested distributed CRC scheme is similar to the plain CA-Polar scheme for the tested cases. Note that the noise in the plots is due to a limited number blocks tested. 

Observation 5 For the tested cases, the distributed CRC scheme has the same or similar performance as the plain CA-Polar scheme in terms of BLER, False Alarm Rate, and Undetected Error Probability.

[image: ]
Figure 7. Undetected error probability for K=20 information bits for CA-Polar and Interleaved CRC.
[image: ]
Figure 8. Undetected error probability for K=60 information bits for CA-Polar and Interleaved CRC.

Conclusions
In this contribution we studied the performance of the distributed CRC and interleaving scheme from [5]. Based on the evaluation results, we made the following observations:
Observation 1 Overall, decoder processing time is reduced only marginally by the distributed-CRC scheme tested [5].
Observation 2 Decoder processing time reduction is higher when the block size is small (e.g., <=24% when M=96).
Observation 3 Decoder processing time reduction is low when the block size is high (e.g., <=9% when M>=384).
Observation 4 Decoder processing time reduction is negligible when the decoder complexity is high (i.e., large list size), while the reduction is not needed when decoder complexity is already low (i.e., small list size).
Observation 5 For the tested cases, the distributed CRC scheme has the same or similar performance as the plain CA-Polar scheme in terms of BLER, False Alarm Rate, and Undetected Error Probability.

Based on the discussion in this contribution we propose the following:

1. Distributed CRC schemes should be evaluated with fine-granularity sweep over the entire range of K and M.
1. Other distributed CRC schemes should be explored to provide better early termination gain while requiring less complexity and latency than [5].
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Appendix: Selected histograms
Note that the curves for M=384 and M=768 are on top of each other.

Histogram for K=20.
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Histogram for K=60.
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