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1. Introduction
In RAN1#AH_NR2 meetings, the agreement below was reached [1].
Agreement:
· Base graph #1 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS > X or code rate of the initial transmission > Y
· Base graph #2 is used for the initial transmission and subsequent re-transmissions of the same TB when
· CBS <= X and code rate of the initial transmission <= Y
· Working assumption : X = 2560 and Y = 0.67
· FFS after PCM decisions if X can be extended to 3840 and/or Y can be extended to 0.75
To be checked how the receiver knows in each case the code rate of the initial transmission, and how exactly it is defined. 
FFS whether some UE capabilities may be possible that do not require the implementation of both base graphs.
In this contribution, some remaining issues for NR LDPC code design are considered.  Firstly, the performance of agreed 16 PCMs is checked. Secondly, switch points of information block size X and code rate Y between BG1 and BG2 are investigated. Thirdly, whether BG2 LDPC can be used for URLLC is initially studied. 
2. Performance check of agreed 16 PCMs 
In previous RAN1 meeting, 16 PCMs have been accepted by NR, BG1 have 8 PCMs and BG2 have 8 PCMs [1][2].  In this contribution, we evaluate the performance of main work points and error floor for these PCMs. In Figure 1 to Figure 4, different colours are used to indicate different PCMs for each BG. According to the simulation results from Figure 1 to Figure 4, it is observed that these PCMs provide very good performance, specifically, SNR curves are smooth and no obvious spikes are observed. 
Table 1 has been used to describe different PCMs. One set of shift coefficient is corresponding to one PCM, which is defined by ‘a’, where ‘a’ is used in the definition of lifting-size a*2j. Table 2 has given the simulation assumption for BG1 LDPC. Table 3 has given the simulation assumption of BG2 LDPC.
Table 1   	
	PCM 1(a2)
	Z = 2*2j , j=0,1,2,3,4,5,6,7

	PCM 2(a3)
	Z = 3*2j , j=0,1,2,3,4,5,6,7

	PCM 3(a5)
	Z = 5*2j , j=0,1,2,3,4,5,6

	PCM 4(a7)
	Z = 7*2j , j=0,1,2,3,4,5

	PCM 5(a9)
	Z = 9*2j , j=0,1,2,3,4,5

	PCM 6(a11)
	Z = 11*2j , j=0,1,2,3,4,5

	PCM 7(a13)
	Z = 13*2j , j=0,1,2,3,4

	PCM8(a15)
	Z = 15*2j , j=0,1,2,3,4



Table 2   Simulation assumptions for LDPC BG1	
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Channel
	AWGN

	Modulation
	QPSK

	Code rate 
	8/9, 5/6, 3/4, 2/3, 1/2, 2/5,1/3 
7 curves from top to bottom in Figure 1 and  2

	Decoding algorithm
	flooding BP, Max iteration =50

	Information block sizes (K)
	512:16:1024, 1056:32:2048, 2112:64:6144, 6272:128:8192



Table 3   Simulation assumptions for LDPC BG2
	Channel
	AWGN

	Modulation
	QPSK

	Code rate 
	3/4, 2/3, 1/2, 2/5, 1/3,1/5 
5 curves from top to bottom in Figure 3, 4, 5, 6, and 7

	Decoding algorithm
	flooding BP, Max iteration =50

	Information block sizes (K)
	40:8:512, 512:16:1024, 1056:32:2048, 2112:64:2560
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Figure 1    Performance at CBLER=0.01 for 8 PCMs of BG1
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Figure 2   Performances at CBLER=0.0001 for 8 PCMs of BG1
[image: ]
Figure 3    Performance at CBLER=0.01 for 8 PCMs of BG2
[image: ]
Figure 4    Performance at CBLER=0.0001 for 8 PCMs of BG2
Observation 1: The agreed 8 PCMs for BG1 and 8 PCMs for BG2 provide good performance and can satisfy the requirement of NR eMBB well.
3. Switch point of information block size and code rate between BG1 and BG2
In previous RAN1 meeting, the switch point of information block size between BG1 and BG2 has been discussed. Furthermore, 2560 has been agreed as the work assumption, and 3840 is FFS. In this section we compare different LDPC base graph in terms of latency and throughput. LDPC decoder architectures can be row-parallel or block-parallel. As is well known, the row parallel architecture for a large parity check matrix (PCM) is not practical because of the complex routing network needed for parallel processing of several PCM rows. In the following analysis we consider the block-parallel decoder architecture with layered scheduling which is suitable for practical LDPC decoding algorithms such as Layered Offset Min-Sum, Layered Normalized Min-Sum and the Adjusted Min-Sum decoding algorithms. 
For a block paralleled decoder, the following equations can be used to calculate the latency and the throughput:      


where
·   denotes the number of decoding iterations;
·  denotes decoding cycles per iteration;
·   denotes information block size;
·   denotes the operating frequency (GHz).
Assume that =3840 bits,GHz, =10, Zmax=384, the latency and throughput comparison of LDPC BG1 and BG2 in terms of code rate is shown in the following Table 4. The required number of clock cycles for one complete iteration is obtained by block scheduling analysis provided in the attached Excel worksheet [3].
[bookmark: _Ref490242132]Table 4   latency and throughput comparison of LDPC BG1 and BG2 with the same parallelism
	code rate
	BG1
	BG2

	
	base graph
	# of edges
	cycles_per_Iter
	Throughput
(Gbps)
	base graph
	# of edges
	cycles_per_Iter
	Throughput
(Gbps)

	 3/4
	10x32
	122
	93
	4.13 
	6x16
	46
	46
	8.35 

	 2/3
	13x35
	146
	114
	3.37 
	7x17
	52
	54
	7.11 

	 1/2
	24x46
	214
	177
	2.17 
	12x22
	77
	90
	4.27 

	 2/5
	35x57
	270
	234
	1.64 
	17x27
	100
	120
	3.20 

	 1/3
	46x68
	318
	274
	1.40 
	22x32
	121
	145
	2.65 


It can be observed that the throughput of LDPC BG2 is about 2 times larger than that of BG1 under the condition of the same parallelism, information block size and code rate. For block parallel decoder, because the area of BG1 is basically same as that of BG2, the area efficiency of BG2 is around 2 times higher than that of BG1.
Observation 2: Thanks to Compact LDPC matrix structure, LDPC BG2 yields significant throughput and area efficiency gain compared to BG1 under the same condition of parallelism, information block size and code rate.
According to our simulation results in Figure 5 and 6, it is observed that BG2 can provide comparable or slight better performance when information block size is between 2560 and 3840. Furthermore, rate 1/5 also can be supported if BG2 can be used for such information block size region. Thus, it is suggested that the switch point should be 3840.
Proposal 1: Based on the consideration of both complexity and performance, the switch point of information block size between BG1 and BG2 should be 3840.
According to our simulation results in Figure 5 and 6, BG2 has comparable (or slight better performance) to BG1 when code rate is 0.75 and CBLER=0.01. Although BG2 has a slight worse performance than BG1 when code rate is 0.75 and CBLER=0.0001, we think the error floor performance at CBLER=0.0001 becomes less meaningful since only one code block is used for BG2 in the scenario of eMBB and error floor performance are mainly considered for one transport block with large number of code blocks. Based on Table 4, it is suggested that the switch point of code rate between BG1 and BG2 should be 0.75. 
Proposal 2:  Based on the consideration of both complexity and performance, the switch point of code rate between BG1 and BG2 should be 0.75.
[image: ]
Figure 5    Performance comparison of BLER=1e-2 for BG1 and BG2
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Figure 6    Performance comparison of BLER=1e-4 for BG1 and BG2
In previous RAN1 meeting, it is FFS whether some UE capabilities may be possible that do not require the implementation of both base graphs. Based the experience of eMTC and NB-LTE with respect to block length and data rates, an implementation of BG2 only can satisfy the expected scenario of mMTC where large block length and high data rate is not required for some low cost UE.
Observation 3: For low cost UE, an implementation of BG2 only is possible where large block length and high data rate is not required.
4. Consideration of LDPC BG2 for URLLC
As we all know, channel coding scheme of small code size should be used for URLLC and mMTC. At present, LDPC codes and Polar codes have been adopted by NR eMBB. Due to the extra complexity for the NR system if other coding scheme(s) is(are) used for URLLC, the candidates of URLLC coding should be LDPC and/or Polar codes. For URLLC, there are higher requirements of error floor performance for channel coding, thus we evaluate the performance of LDPC BG2 with the agreed 8 PCMs at BLER=10^-5, as shown in Figure 7. In this figure, some obvious spikes have been observed.
Observation 4: Error floor is observed for some agreed PCMs for LDPC BG2 at CBLER=0.00001. 
Proposal 3: Further optimization of PCMs should be considered for LDPC codes to be used for URLLC.
[image: ]
Figure 7 Performance at CBLER=0.00001 for 8 PCMs of BG2
5. Conclusion
In this contribution, some remain issues for NR-LDPC code are considered. In summary, we have the following proposals and observations:
Observation 1: The agreed 8 PCMs for BG1 and 8 PCMs for BG2 provide good performance and can satisfy the requirement of NR eMBB well.
Observation 2: Thanks to Compact LDPC matrix structure, LDPC BG2 yields significant throughput and area efficiency gain compared to BG1 under the same condition of parallelism, information block size and code rate.
Observation 3: For low cost UE, an implementation of BG2 only is possible where large block length and high data rate is not required.
Observation 4: Error floor is observed for some agreed PCMs for LDPC BG2 at CBLER=0.00001. 
Proposal 1:  Based on the consideration of both complexity and performance, the switch point of information block size between BG1 and BG2 should be 3840.
Proposal 2:  Based on the consideration of both complexity and performance, the switch point of code rate between BG1 and BG2 should be 0.75.
Proposal 3: Further optimization of PCMs should be considered for LDPC codes to be used for URLLC.
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