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1 Introduction

In the previous 3GPP RAN1 meetings [1][2], some progress has been made on beam failure recovery mechanisms. Besides the extensively discussed UE-initiated beam failure recovery mechanism, a network-based beam failure recovery mechanism has also been proposed [3]. In this contribution, we will discuss the pros and cons of these two mechanisms and propose a holistic procedure that combines both the UE-initiated and network-based beam failure recoveries. 
2 Beam Failure Recovery Mechanisms: UE-initiated vs Network-based
The UE-initiated beam failure recovery mechanism has been extensively discussed since January 2017. This mechanism is based on legacy cellular systems and legacy applications, which typically includes the following aspects: (a). beam failure detection, (b). new candidate beam identification, (c). beam failure recovery request transmission, and (d). UE monitors gNB response for beam failure recovery request. In this mechanism, the UE as the receiver of downlink (DL) transmission can only detect the DL beam failure, which means two-fold. First, in the case when UL beam fails but DL beam still works, the UE cannot detect the (UL) beam failure and so cannot initiate the beam failure recovery from the UE side. Second, in the case when DL beam failure is detected, the UE is not aware whether the uplink (UL) transmission fails or not (unless been informed afterwards). In this case, it may require the UE to transmit beam failure recovery request to its serving access point (AP), e.g., TRP, in a beam sweeping manner in different directions, which may take more than several hundreds of milliseconds or even longer before the communication link is re-established. Such a long-time outage event may cause a disruption in the application layer and totally destroy the consumer experience, which is unacceptable for any kind of streaming applications, e.g., virtual reality (VR) and augmented reality (AR) applications. 
More importantly, the identification of new candidate beam during the UE-initiated beam failure recovery is confined within the potential beam pairs between the UE and its serving AP only, which is insufficient. As we know, in the high frequency band above 6 GHz, the channel between a UE and its serving AP is typically sparse and only contains a small number of distinguishable channel paths including the dominant line-of-sight (LoS) path. Consequently, the number of candidate beam pairs, which usually need be aligned in the direction of departure (DoD) and direction of arrival (DoA) of one channel path, is also small. When the serving beam pair fails, it is possible that the UE and the serving AP are completely isolated from each other and all the available channel paths are blocked. In this case, the UE cannot identify a new candidate beam that provides sufficient link budget, and the serving AP is unable to receive the beam failure recovery request either even with beam sweeping at the UE. Thus the detected beam failure cannot be recovered any way. The resultant communications reliability is low.

Though the main focus of the discussion in 3GPP meetings has been on the UE-initiated beam failure recovery mechanism, so far there has been no agreement yet to exclude network-based beam failure recovery. On the contrary, the network-based beam failure recovery mechanism is an efficient and necessary approach to significantly increase the reliability of beam pair based transmission in NR high frequency systems. In the network-based beam failure recovery mechanism [3], the network controller prepares for each UE a set of UE-specific APs, called as “guardian APs (GAPs)”, as alternatives to its serving AP. These GAPs are responsible for monitoring the channel qualities of the potential beamformed links between them and the UE and reporting to the network controller, such that the network controller, instead of the UE, can determine beam failure based on the received channel quality reports and initiate the beam failure recovery procedure. Comparatively, in this mechanism the beam failure detection and new candidate beam identification are both done at the network side. In addition, the network doesn’t need to wait for the reception of beam failure recovery request from UE and hence the related beam failure recovery procedure can be much faster. Furthermore, by introducing a set of GAPs for each UE, the new candidate beam can be selected from all the potential beam pairs between the UE and the serving AP or any of its GAPs. Hence the number of beam pairs that can potentially be selected as the new candidate beam is much larger compared to that in the UE-initiated beam failure recovery mechanism. In practical systems, different GAPs are usually selected to be distributively located around the UE, indicating that the blockages of the beamformed links between the UE and different surrounding APs are less correlated compared to those between the UE and a same (serving) AP. Therefore it is unlikely that the UE is isolated from all its serving AP and GAPs, i.e., the probability of identifying a new candidate beam is much higher than that in the UE-initiated beam failure recovery mechanism. The resultant communications reliability is high.

Observation 1: Network-initiated beam failure recovery can be complementary to UE-initiated beam failure recovery.

In the network-based beam failure recovery mechanism, it is the network side, instead of the UE, to detect beam failure. More specifically, the network controller determines the beam failure for the UE based on the received channel quality reports from both its serving AP and GAPs. Therefore, the detected beam failure is in fact UL beam failure. To deal with the possible DL beam failure, it is proposed in [3] that once the network controller detects the (UL) beam failure, both the UL and DL transmission are always redirected to the selected GAP together, regardless whether the DL beam pair fails or not. This implicitly assumes that beam correspondence holds between UL and DL beam pairs. Such a treatment avoids an inefficient scenario that the uplink and downlink are connected to different APs. The only condition needed here is that there is unobstructed LoS between the UE and some GAP, which ensures that there is at least LoS channel component both on the UL and DL, although these LoS components might not have the same gain coefficients (for example, if they are transmitted at different carrier frequencies). As LoS component is always the dominant one in high frequency channels, the quality of both UL and DL transmissions is guaranteed.

It should be noted that since there is no assumption of UL and DL reciprocity, it is also possible that only the DL beam pair fails and the UL beam pair still works. This may happen when the LoS between the UE and its serving AP is obstructed in such a way that the DL transmission is completely blocked but the UL transmission still has some reflection path that provides sufficient (but low) SNR to maintain the UL connection. In this case, the network side cannot directly detect the beam failure. This scenario is considered in the network-based beam failure recovery mechanism in [3], where it allows the network controller to initiate the beam failure recovery upon receiving an explicit request from the UE. This explicit request is similar to the beam failure recovery request in the UE-initiated beam failure recovery mechanism. Furthermore, if the identified new candidate beam is still with the serving gNB, the subsequent operations can be the same as those in the UE-initiated beam failure recovery mechanism. Therefore, the UE-initiated beam failure recovery is incorporated as a part of more general network-initiated beam failure recovery, which offers more complete and reliable preemptive protection mechanism against beam failure at high frequency NR systems.
Observation 2: The network-initiated beam failure recovery can reduce to UE-initiated beam failure recovery in the case of DL beam failure only. 
3 Holistic Beam Failure Recovery Mechanism
Based on the above discussion, in this section we propose a holistic beam failure recovery mechanism that combines both the UE-initiated beam failure recovery and network-based beam failure recovery.
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Figure 1. Illustration of the network.
The network structure for the proposed holistic beam failure recovery mechanism is similar to that in [3] and is applicable to both conventional cellular network and the UE-centric network. In the considered communication network illustrated in Figure 1, there are a network controller (e.g., a gNB or a control unit that connects multiple gNBs), multiple APs (e.g., TRPs) and multiple UEs connected to each AP. Besides the serving AP of each UE, the network controller prepares for each UE a set of GAPs in a similar way as in [3]. Each GAP of a UE monitors the (UL) channel quality of the potential beamformed link between it and the served UE, e.g., by measuring the received power of so-called Guardian reference signal (GRS) sent by the UE. Then each GAP reports the obtained channel quality information and the corresponding transmit/receive beamforming parameters to the network controller. Note that a GAP may belong to the same or different cells of the serving AP for each UE. In case they belong to different cells, the network controller is connected to multiple gNBs, where the master gNB shall inform the said GAP via its secondary gNB about the identity of the UE and the related GRS resource indications. In the meanwhile, the UE also monitors the (DL) channel quality of the serving beamformed link between it and the serving AP. Both the network side and the UE may detect a UL or DL beam failure. There are three different scenarios to be considered in total.

1. Scenario 1: Only the UE detects the DL beam failure. In this scenario, the UE will try to identify a new candidate beam and send a beam failure recovery request (together with the identified new candidate beam if available) to the network. Since the UL transmission is not blocked in this case, the network controller is able to receive this request and initiate the beam failure recovery procedure. Note that since the network controller is also able to identify a new candidate beam (possibly between the UE and a different GAP) based on the channel quality reports received from the serving AP and GAPs of the said UE, it can guarantee successful beam failure recovery even if the UE fails to identify a new candidate beam. When both the UE and the network controller identify a new (and different) candidate beam, the network controller can determine which new candidate beam is finally selected for link redirection.  

2. Scenario 2: Only the network controller detects the UL beam failure. In this scenario, the network controller will directly identify a new candidate beam (e.g., with a selected GAP) and initiate the beam failure recovery. The remaining operations are the same as those in the network-based beam failure recovery procedure [3];

3. Scenario 3: The UE detects the DL beam failure and the network controller detects the UL beam failure at the same time. In this scenario, the UE (network controller) doesn’t know that the UL (DL) transmission also fails. Hence they will treat this scenario as Scenario 1 and Scenario 2, respectively, and try to initiate the beam failure recoveries separately at the two ends. Specifically, the UE will try to identify a new candidate beam and send a beam failure recovery request (together with the identified new candidate beam if available) to the network. In the meanwhile, the network controller will also identify a new candidate beam and initiate the beam failure recovery. Note that by default the network controller should be prepared to detect the beam failure recovery request at certain pre-specified time-frequency resource that may possibly be sent by the UE at any time. However, the network controller does not have to wait for the successful reception of the request before the beam failure recovery procedure is initiated, as it may be Scenario 2 where there is no beam failure recovery request sent at all. The beam failure recovery request may be received either before or after the recovery procedure is initiated. In the case when the request is received first (i.e., Scenario 3a in Figure 2), the network controller may select the new candidate beam based on both the information carried in the request and the information received from GAPs. In the case when the request is received after recovery initiation (i.e., Scenario 3b in Figure 2), the network controller may simply ignore the received request, as the beam failure recovery procedure has already been initiated. 

After the beam failure recovery procedure is initiated, the network controller will send related link redirection information to the UE to facilitate the switch of the UL/DL transmission to the selected new beam pair (or GAP). In Scenario 1 above where only the DL beam failure is detected, the response to beam failure recovery request sent by UE should also be included in this link redirection information. The beam failure recovery procedure in the above three scenarios are illustrated in Figure 2 below.

Proposal 1: NR supports both the UE-initiated beam failure recovery and network-based beam failure recovery in a holistic mechanism.
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Scenario 1: DL beam failure only
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Scenario 2: UL beam failure only
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Scenario 3a: Both UL and DL beam failures, where the network controller receives the beam failure recovery request before sending link redirection information.
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Scenario 3b: Both UL and DL beam failures, where the network controller sends link redirection information before receiving the beam failure recovery request.
Figure 2. The procedure of holistic beam failure recovery in different scenarios. 
4 Discussion on GRS and Link Redirection Information
In the above holistic beam failure recovery mechanism, each UE in the system is required to periodically transmit UL RS (e.g., GRS). This UL RS is expected to be received by its GAPs (i.e., some non-serving TRPs of the UE) which may belong to the serving gNB or other non-serving gNBs. The serving TRP does not have to search for the UL RS of its own UEs, as it has anyway to detect demodulation RSs of each of these UEs, which can provide the same UL channel quality information (for example, received signal power) as any of the UL RS. By not transmitting a directive UL RS to the serving TRP, both the UE’s and serving TRP’s power consumption can be reduced, and the spectrum congestion can be alleviated as well.  

The function of UL RS here is for the GAPs of each UE to acquire and track the channel quality and transmission/reception beamforming parameters of the potential beamformed link between them and the UE. For this purpose, each UL RS should be UE specific to allow a non-serving TRP to recognize the received UL RSs only from the UE to which they are allocated as GAP. In addition, the UL RS may be transmitted either omni-directionally or directionally to guarantee that at least one GAP of this UE around can successfully receive this UL RS. In the case of directional transmission, the UL RS can be transmitted in at least two orthogonal directions to the LoS between the UE and the serving AP, in case that the UE does not have any information about either the positions of the GAPs or which beamforming coefficients should use to transmit the UL RSs. In this way, if the LoS between the UE and its serving TRP  is completely blocked, there is high probability that the UL RS will be received by the GAPs that are in directions which have +/-90 degrees shifted azimuths with respect to this LoS. 
Currently, NR UL sounding reference signal (SRS) has been agreed in the 3GPP RAN1 meetings. SRS is also UE specific and can be transmitted in multiple directions via multiple antenna ports. Hence SRS can possibly be used as UL RS for beam failure recovery. One should note the slight difference in the purposes of SRS and the UL RS for network-based beam failure recovery. The former is intended to be received by the TRPs or gNBs that the UE is connected to for CSI acquisition, timing advance, beam management and so on, while the latter is intended to be received by all its GAPs (i.e., non-serving TRPs) for the acquisition and tracking of the potential beamformed links between them the UE. A non-serving TRP is selected as a GAP of the UE by the network controller and the UE may not have been connected to its associated gNB. Hence when SRS is used as GRS for beam failure recovery, it should be able to be configured to allow reception by a non-serving TRP of the UE. 

Proposal 2: NR should support configuration of UE-specific UL reference signal (e.g., SRS) to be received by a non-serving TRP of the UE.

Once a beam failure recovery procedure is initiated, the network controller need send the link redirection information (LRI) to the impacted UE about the parameters of the redirected link via another, unobstructed and reliable link to the UE. The link redirection information is not the same as the beam switch indication (BSI) that is originated from the serving AP, as the existing DL beamformed link between the serving AP and the UE may have been blocked while the network is not aware of it. In addition, the LRI can be transmitted to a UE without receiving a beam recovery request from that UE as it the beam failure recovery may be initiated by the network without such a request, e.g., in Scenario 2. Hence BSI can not fulfill the reliability requirement. Instead, some LTE/NR downlink channel below 6 GHz, e.g., the physical downlink control channel (PDCCH), can be used as such reliable link. Note that the UE has to monitor such PDCCH only when a beam failure is approaching. Hence it doesn’t involve too much power consumption at the UE.

Proposal 3: NR should support transmission of link redirection information (LRI) from the network to UE.

· LRI can be transmitted to a UE regardless of whether the network receives a beam recovery request from that UE

· The LRI can be transmitted to a UE on a different carrier than the NR-PDSCH for that UE

· LRI contains at least indication about one UE Tx beam/precoder

· FFS: whether indication about UE Tx beam/precoder can be implicitly transmitted, e.g., by indication of a configured UE-specific beamformed UL RS resource which has been transmitted in a previous time instance 
5 Conclusions
In this contribution, we have proposed a holistic mechanism for the beam failure recovery in the high frequency (>6 GHz) of NR systems. The following observations and proposals have been made.
Observation 1: Network-initiated beam failure recovery can be complementary to UE-initiated beam failure recovery.

Observation 2: The network-initiated beam failure recovery can reduce to UE-initiated beam failure recovery in the case of DL beam failure only.
Proposal 1: NR supports both the UE-initiated beam failure recovery and network-based beam failure recovery in a holistic mechanism.

Proposal 2: NR should support configuration of UE-specific UL reference signal (e.g., SRS) to be received by a non-serving TRP of the UE.

Proposal 3: NR should support transmission of link redirection information (LRI) from the network to UE.

· LRI can be transmitted to a UE regardless of whether the network receives a beam recovery request from that UE

· The LRI can be transmitted to a UE on a different carrier than the NR-PDSCH for that UE

· LRI contains at least indication about one UE Tx beam/precoder

· FFS: whether indication about UE Tx beam/precoder can be implicitly transmitted, e.g., by indication of a configured UE-specific beamformed UL RS resource which has been transmitted in a previous time instance 
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