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Introduction
[bookmark: _GoBack]In RAN1 Ad Hoc #2, it was agreed to use a single CRC polynomial with interleaver for polar code construction provided FAR and BLER targets are achieved with acceptable complexity and latency [1]:
Agreement: 
· All companies work together to design for the DL a Single CRC polynomial + Interleaver scheme to deliver early termination benefits while achieving the FAR (in presence of AWGN, and in presence of random QPSK, and undetected errors in intended user’s codeword), and BLER targets with acceptable complexity and latency. 
· Working assumption that the CRC length is 19 bits, to be finalised as part of the design, taking into account the number of blind decodes or hypotheses to be tested. 
· Longer CRCs will be considered if required to meet the FAR target
· For DL for K+nFAR>=12, and for UL where K+nFAR>22, J+J’ = nFAR + 3
· For UL, where 12<=K+nFAR<=22, J+J’ = nFAR + 6, comprising 3 parity bits and nFAR + 3 additional CRC bits
Note: K is the number of payload information bits without CRC or parity bits
Note: nFAR may be zero in some circumstances. 
Note: UE specific scrambling is not precluded and will be considered separately. 
We investigate the effects of low-latency, parallel decoding on de-interleaver implementation for the distributed CRC scheme. As well as the relation between decoder pipelining and early termination gains.
[bookmark: _Ref471757255]Distributed CRC
Reduced-latency polar decoders estimate multiple bits simultaneously, either using SSCL-based algorithms as described earlier or by decoding groups of bits as in [2]. The information-bit de-interleaver required by the distributed CRC scheme [3] must be able to match the decoder bit-estimation speed. Otherwise, it becomes the bottleneck limiting decoding speed and negating the early termination benefits of the distributed CRC scheme. Therefore, the de-interleaver needs to have a more parallelized architecture, resulting in larger chip area.    
[image: ]
[bookmark: _Ref485509447]Figure 1 - Distributed CRC’s mother interleave pattern for toy example with Kmax=6
Consider an example with Kmax=6 having a mother interleave pattern shown in Figure 1.  For K less than Kmax, on the receiver side, the decision bit vector needs to have nulls (“blanking”) inserted before being mapped through the mother de-interleave pattern as shown in Figure 2 for an example with just 4 different K values.
[bookmark: _Ref485510306] [image: ]Figure 2 - De-interleaver operation involving insertion of nulls
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[bookmark: _Ref485511409]Figure 3 - Multiplexer-based de-interleaver design
A multiplexer-based design, shown in Figure 3, can be used for null insertion and the multiplexer select signals are determined by which K value is being used. Therefore, even though the blanking scheme contains a static mother de-interleaver, it still requires a multiplexer network for null insertion. The complexity of this multiplexer network grows with the number and range of supported K values. If the range become sufficiently large, pipelining will be required to maintain decoder clock frequency, increasing latency.
Observation 1: A parallel, low-latency blanking scheme of distributed CRC de-interleaving requires a multiplexer network whose complexity grows with the number and range of supported K values.
Pipelined Decoders and Early Termination
Pipelined decoders, that operate on multiple codeblocks simultaneously, are an effective method to limit blind-decoding latency while improving hardware utilization. An example of such a pipelined decoder, with 4 parallel codeblocks, was proposed in [2].
The goal of early termination in PDCCH decoding is to save power when the decoding of a codeblock can be completed early so that the decoder can spend more time in its idle state.  However, this intended benefit cannot be realized with pipelined, multiple codeblock processing that maximizes the efficiency of a SCL Polar decoder.  Even if a particular codeblock is terminated early, the decoder is still actively processing the rest of the code blocks and cannot start processing new code blocks yet.
Observation 2: Efficiently using decoder hardware by means of pipelining codeblocks limits the gains of early termination.
Conclusions
Observation 1: A parallel, low-latency blanking scheme of distributed CRC de-interleaving requires a multiplexer network whose complexity grows with the number and range of supported K values.
Observation 2: Efficiently using decoder hardware by means of pipelining codeblocks limits the gains of early termination.
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(a) Kmax=6, K=2:
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(b) Kmax=6, K=3:
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(c) Kmax=6, K=4:
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(d) Kmax=6, K=5:
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