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We propose a blind detection scheme based on polar codes. In this scheme, the UE RNTI is encoded in the values of the frozen bits. Simulations results show good missed detection and false alarm rates that meet the system specifications. We also propose an early stopping scheme able to substantially reduce the latency and energy expenditure. Detection speed analysis shows different possibilities to meet the timing requirements, leading to various implementation trade-offs.
Specifications for blind detection
Blind detection is used by the user equipment (UE) in the physical downlink common control channel (PDCCH) in the 3GPP LTE standard to scan a set of candidate locations and decode them according to its radio network temporary identifier (RNTI), identifying if a transmission is targeting it.
· Based on LTE standard R8, the downlink control information (DCI) of PDCCH is from 8 to 57 bits plus 16-bit cyclic redundancy check (CRC), masked by 16-bit RNTI.
· In UE-specific search space (UESSS), a maximum of 2 DCI formats can be sent per transmission time interval (TTI) for 2 potential frame lengths. Therefore, 16 candidate locations in UESSS lead to 32 candidates.
· In common search space (CSS), a maximum of 2 DCI formats can be sent per TTI for 2 potential frame lengths. Therefore, 6 candidate locations in UESSS lead to 12 candidates.

Table 1	Specifications for blind detection in 5G
	Requirement 
	Details 

	Code Length
	Between 72 and 576 bits.  

	Information length
	Information length (including 16-bit CRC) could be between 24 and 73 bits.

	BLER
	10-2

	Missed detection
	Close to the BLER curve.


	False alarm
	There are two types of false-alarm scenarios: Type-1, when the UE RNTI is not transmitted but detected, and Type-2, when the UE RNTI is transmitted but another one is detected. The target false-alarm rate (FAR) is below 10-4.

	Latency
	16 s in LTE, possibly 4 s in 5G.



Blind detection scheme
We propose the use of polar codes in a blind detection framework, and provide a novel blind detection scheme. 
Observation-1: The RNTI can be encoded in some of the subchannels used by the frozen bits.
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Figure 1: Blind detection with polar codes scheme

Figure 1 shows the block diagram of the devised blind detection scheme. C1 candidates are received at the same time: in our case, C1=44, since 22 candidate locations are considered, with two potential frame lengths each. The C1 candidates are decoded with the successive-cancellation (SC)algorithm [1], and a path metric (PM) is obtained for each candidate. The PM is equivalent to the logarithmic likelihood ratio (LLR) of the last decoded bit. The PMs are then sorted, to help the selection of the best candidates to forward to the following decoding stage C2 candidates are in fact selected to be decoded with the powerful successive-cancellation list (SCL) decoding algorithm [2]. These are chosen as:
1. All candidates whose RNTI, after SC decoding, matches the one assigned to the UE. If more than C2 are present, the ones with the highest PMs are selected.
2. If free slots among the C2 remain, the candidates with the smallest PMs are selected. The candidates with large PMs have higher probability to be correctly decoded: if their RNTI does not match the one assigned to the UE, it is probably a different one. On the other hand, candidates with small PMs have a higher chance of being incorrectly decoded, and a transmission to the UE might be hiding among them.
After SCL decoding, if one of the C2candidates matches the UE RNTI, it is selected, otherwise no selection is attempted.
Simulation Results
We have built a simulation environment to evaluate the feasibility to use polar codes in a blind detection framework. We have performed simulations to evaluate the BLER, MDR and FAR of the proposed blind detection scheme under a variety of parameters. Three block lengths (128, 256, 512 bits) and four information lengths (8, 16, 32, 57 bits) have been considered. The RNTI bits are the most reliable subchannels after the K information bits. Moreover, four SCL candidates C2(4, 5, 6, 7), and three list sizes L (2, 4, 8), have been considered as well.
Figure 2 depicts the BLER of the simulated codes after SC decoding only. 
[image: ]
Figure 2: BLER curves after SC decoding.
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Figure 3: MDR after SC decoding for N1=128 and N2=256.

A missed detection occurs when the UE fails to identify its RNTI among the received frames. Figure 3 depicts the MDR after SCL decoding, where MDR is defined as the number of missed detections over the number of transmissions in which the UE RNTI was sent. MDR simulations consider C1/2 candidates of length N1, and C1/2candidates of length N2, all with an information length of K1=K1=K bits. The UE RNTI is randomly transmitted through one of the C1 possible codes. The drawn curves consider the extreme values of the C2 and L simulation space, i.e.C2=(4,7) and L=(2,8). Performance of the intermediate values sits in between the portrayed ones.
Observation-2: increasing C2 and L leads to better MDR, regardless of the code lengths and rates. Increasing C2 rises the probability of having, among the C2 SCL candidates. The one whose RNTI matches the UE RNTI. A larger L improves the error correction performance of the SCL algorithm.
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Figure 4: FAR after SCL decoding for N1=128 and N2=256, randomized transmitted RNTIs.

Observation-3: In general, the MDR curve is shown to be substantially lower than the BLER curve of the least reliable of the two codes for which it is computed.
The false alarm curves shown in Figure 4 report the combination of Type-1 and Type-2 errors. Half the transmissions did not send the UE RNTI, allowing for Type-1 errors, while the other half sent the UE RNTI, allowing for Type-2 errors. Unlike the curves in Figure 2-3, those in Figure 4 have been obtained with the RNTIs of the C1 candidates assuming random values over the full 16-bit dynamic.
Observation-4: the observed FAR is below the 10-4 threshold for all the considered cases.

Simulations show that the MDR is not affected by the randomization of the RNTI values.

Early Stopping
This section presents an early stopping criterion effective in reducing the average time needed by the  second phase of the blind detection scheme, the SCL decoding. The first phase of the proposed blind  detection scheme requires the full decoding of each candidate, in order to identify the C2 codewords that will be decoded with SCL. 

Observation-5:In the SCL decoding phase all codewords whose RNTI does not match the UE RNTI will surely be discarded. Thus, as soon as the RNTI is shown to be different, the decoding can be interrupted. 

Since SC-based decoding algorithms estimate codeword bits sequentially, in the SCL decoding phase the RNTI evaluation can be performed every time an RNTI bit is estimated. In case the estimated bit is  different from the UE RNTI bit, the decoding is stopped. Let us consider the set of L newly estimated bits E. If E corresponds to an RNTI bit, each path j, with 0 ≤ j < L, compares Ej to the related UE RNTI bit. If they are not equal, path j is deactivated, and when all paths are deactivated, the SCL decoder is stopped.

[image: ]
Figure 5: Average percentage of estimated bits with early stopping, randomized transmitted RNTIs.

Figure 5 shows the percentage of bits estimated by the SCL decoding phase, when the RNTI values are randomized, averaged over 106 transmissions. In absence of early stopping, all codes would show a 100% estimation percentage. These results consider each of the C2 candidates separately, since the number of candidates of length N1 and N2 decoded with  SCL depends on the SC path metrics, and thus on channel noise. 

Observation-6:we have observed that the average number of estimated bits undergoes negligible variations when different list sizes L are considered: nevertheless, the reported curves are averaged between L = 2 and L = 8.

The solid curves have been obtained with the UE RNTI being sent through the considered code. 

Observation-7:as the channel conditions improve, the number of estimated bits increases until a plateau region is reached.

This is due to the fact that when the SNR is low, it is more likely that the codeword with the UE RNTI will not be among the C2 SCL candidates. Thus, even if there are errors in the codeword, the SCL decoders will easily encounter RNTI bits different from the UE RNTI early in the decoding process. 

Observation-8:as the SNR increases, the codeword with the UE RNTI will be among the C2 candidates with rising probability. In parallel, the SCL decoder to which it is assigned will not interrupt the decoding, leading to 100% estimated bits, while the other C2-1 decoders will stop the decoding early, finally settling the average estimated bit percentage at a stable value.

This is easily noticed in the N = 256, K = 32 red curve, wherefrom SNR=-1dB onwards the percentage stays at 81.5%. 
The dashed curves have been obtained simulating cases in which the UE RNTI was not sent. It is possible to see how the average estimated bit percentage remains constant as the SNR changes: since among the C2 candidates there is never one whose RNTI matches the UE RNTI, all SCL decoders tend to stop the decoding early.


Detection Speed
The blind detection process in LTE needs to be performed in 16 s: however, ongoing discussions in the 5G standardization process might shorten the available time to 4 s. We thus analyze the duration of the blind detection process based on polar codes, according to the system parameters. 
The number of time-steps required to complete the different phases is the following:

where NSC and NSCL are the number of SC and SCL decoders working in parallel, and TSC and TSCL are the decoding latencies of an SC and SCL decoder, respectively. Tsort is the number of time steps required to obtain the C2 SCL candidates out of the C1 candidate locations through sorting.
Observation-10:The worst case for TSC and TSCL occurs when the standard SC and SCL algorithms are applied, without exploiting tree-pruning techniques that rely on constituent codes, like in Fast-SSC [3], SSCL [4], and Fast-SSCL [5].
In the traditional SC and SCL cases, the decoding latencies can be expressed as:


where RNTIb represents the number of bits assigned to the RNTI. In our case, we can fix parameters C1=44 and RNTIb=16, and estimate Tsort, whose contribution to the latency is minimal, as Tsort=C2. Equation (1) considers the worst case scenario where the longest code is decoded at every time step. The maximum latency is obtained for N1=512, with K1=57.
However, it is more realistic to proceed to decode with SC all the N1-length locations first, and the N2-length locations after, thus leading to a latency of

where  and  are the SC decoding latencies for codes of length N1 and N2 respectively. The worst case sees N1=512, N2=256, K1=K2=57. 
Observation-9: The 16 starget is easily achieved with various combinations of parameters, while the 4 s mark is achieved with f=800 MHz, NSC =22, NSCL= C2 for both (1) and (2). Frequencies around 1.5 GHz, as can be achieved with the latest technology nodes, allow meeting the 4 s mark with NSC =2, NSCL= C2/2.
Considering Fast-SSC and SSCL allows to exploit particular patterns of frozen and information bits to reduce the decoding latency and thus the complexity needed to reach the 4 s target. 
Observation-10: The achievable gain depends on the code structure.
The number of time steps necessary for the decoding of each considered code, based on its structure, is reported in Table 2. To obtain these numbers, the RNTI bits have been considered information bits: the results are thus valid for RNTI mode 1 and 2.
Table 2: Time-steps Requirements
[image: ]

The results in Table 2 have been used to obtain the results in Table 3, that reports combinations of parameters that satisfy the 4 s target when latency is computed as (2). 
Observation-11: the faster decoding process of Fast-SSC and SSCL allows to drastically reduce the resources needed to meet the latency target.
Table 3: Parameters needed to meet the 4 s target
[image: ]
The proposed blind detection system has been implemented in TSMC 65 nm CMOS technology. Plain SC and SCL decoding algorithms have been considered, without recurring With NSC = NSCL = 2,  C2=4, L=2, at a target frequency of 800 MHz, the total area occupation of the system is 1.13 mm2. The early stopping logic accounts for less than 0.5% of the total.
Observation-12: The implementation cost of the early stopping criterion is minimal.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion
We have proposed a blind detection scheme that relies on polar codes. The MDR curves, computed on couples of possible codes, are shown to be consistently lower than the BLER curves of the least reliable of the two codes. The FAR curves are shown to be averagely two orders of magnitude lower than the MDR curves. An early stopping criterion has been proposed too, showing substantial reduction in performed operations. Latency analysis on the proposed scheme has shown that the 4 s target can be met with various combinations of system parameters, allowing for different implementation trade-offs.
Proposal-1:encode RNTI bits in the polar codeword according to the selection method presented.
Proposal-2:perform blind detection on polar codes according to the presented two-stage decoding.
Proposal-3: apply early stopping to the second stage of decoding.
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