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1. [bookmark: _Ref449341288][bookmark: _Toc273549427]Introduction
In RAN189 meeting, conclusions were reached about the DL control channel design [1]:
	Agreements:
· CCE = 6 REGs (confirm Working Assumption)
· One of following is configured for REG-to-CCE mapping for a 1-symbol CORESET:
· Opt.1: No interleaving – 6 REGs for a given CCE are grouped to form a REG bundle and all REGs for a given CCE are consecutive
· CCE(s) of one PDCCH is/are also consecutive
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· Opt.2: Interleaving – [2 or 3 or 6] REGs for a given CCE are grouped to form a REG bundle and REG bundles are interleaved in the CORESET
· FFS: Whether the UE can assume the same precoder across multiple REG bundles
· FFS: down selection among {2}, {3}, {2,3}, {2,6}, {3,6}, {2,3,6}
Agreements:
· In time domain, a CORESET can be configured with one or a set of contiguous OFDM symbols
·  The configuration can indicate the starting OFDM symbol and time duration
A CORESET is configured with only one CCE-to-REG mapping
In NRAH2 meeting, conclusions were reached about the DL control channel design [2]
Agreement:
For a 1-symbol CORESET with interleaving, 
· [bookmark: OLE_LINK17]At least REG bundle size = 2 is supported
· Working assumption:
· REG bundle size = 6 is also supported 
· FFS whether configuration between 2 and 6 is explicit or implicit
· Precoder granularity in frequency domain is equal to the REG bundle size in the frequency domain
For a 2 or 3 symbol CORESET with interleaving, 
· At least REG bundle size = CORESET length is supported
· Working assumption:
· REG bundle size = 6 is also supported 
· FFS whether configuration between CORESET length and 6 is explicit or implicit
· Precoder granularity in frequency domain is equal to the REG bundle size in the frequency domain
(Note: REG bundle size = REGs in frequency domain x symbols in time domain)



In this contribution, we give our views on DMRS density of NR-PDCCH. Simulation results are provided for DMRS density selection. We also discuss concerns about MU with DMRS structure.
2. DMRS structure for NR-PDCCH
This contribution provides performance comparisons of different DMRS overheads for interleaved and non-interleaved CORESETs.
For non-interleaving, the bundle size is fixed to 6 REG and UE can’t assume the same precoder for different bundle since different PMIs according to feedback may be applied to different bundles. For interleaving, the bundle size for aggregation level 1 (AL1) and AL2 is 2, for AL4 and AL8 the bundle size either equivalent to the CORESET duration or 6. Detailed analysis on the bundle size configuration can be found in our companion contribution [3].  
As agreed in RAN1#89 a CORESET is configured with only one CCE to REG mapping scheme (i.e. interleaving or non-interleaving), so we discuss DMRS density of different mapping schemes independently.
1. AAAAAAAAAA
1. 
2. 
1 
2 
3 
DMRS density for CORESETs with non-interleaving
As 20+16CRC payload size is mainly for common PDCCH or UE specific PDCCH in fall back mode which are mainly used in the CORESET with interleaving, therefore we only provide BLER curves for the 60+16CRC payload size.
We compare the performance of different DMRS densities to identify the preferred value of DMRS density for CORESETs with one symbol duration as shown in Figure 1,  where the ‘ALi_jRS’ represent ‘AL i(i=1/2/4/8) with j DMRS REs per REG’.
Other simulation parameters are listed in Table A-1 in Appendix 1 and other results for CORESETs with more than one symbol are shown in Figure A-1 and Figure A-2.
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(A)Delay spread = 30ns
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(C)Delay spread = 1000ns
[bookmark: OLE_LINK2]Figure1. Close loop rank 1 transmission for 1-symbolCORESET with different RS overhead
From Figure1, Figure A-1 and Figure A-2 we find that 1/6 overhead outperforms other overheads at AL=1. For other ALs, the performance of different DRMS density is very similar.
Low DMRS overhead shows a performance gain compared to high DMRS overhead at AL=1.This is due to that low DMRS overhead leads to lower coding rate. A low RS density impacts the PDCCH performance more for a lower AL, since its coding rate is high and more sensitive to the less number of REs used for PDCCH.
For non interleaving mapping scheme, 1/6 overhead is preferred. If orthogonal MU is considered, it should be used in the case of non interleaving mapping because sufficient channel information is available in this case.
It can be observed that 1/3 overhead will result in great performance degradation at AL1. Therefore FDM based orthogonal MU is not preferred, since it will results in 1/3 overhead among 2 UE with 2RS REs each. If orthogonal MU is considered, CDM based orthogonal DMRS port is preferred. 
[bookmark: OLE_LINK3]Observation 1: 2 RS REs per REG show better performance for large payload size at AL1. Most of practical cases, other densities of RS REs do not outperform density of 2 RS REs. 
Observation 2: If orthogonal MU is considered, CDM based orthogonal DMRS is preferred
[bookmark: OLE_LINK4]Proposal 1:  2 RS REs per REG should be supported as the DMRS density for CORESET without interleaving.
DMRS density for CORESET with interleaving
For CORESETs with interleaving, we compare the performance of different payload sizes. The bundle size for 1-symbol CORESET is 2 or 6, and for CORESTEs with longer duration the bundle size is either equivalent to the CORESET duration or to 6.Simulation results of 2 symbol CORESET with payload size 20+16CRC are shown in Figure 2,  where the ‘ALi_bsj_kRS’ represent ‘AL i(i=1/2/4/8) with bundle size of j REG and k DMRS REs per REG’.
Results of other CORESET lengths and other payload sizes are shown in Figure A-3 to Figure A-7.
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(A) Delay spread = 30ns
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure2. Precoder cycling transmission for 2-symbol CORESET with different RS overhead
[bookmark: OLE_LINK1]From Figure 2 and Figure A-3 to Figure A-7 we find that for 20bit payload, the performance 1/3 overhead is very similar to that of 1/4 and better than that of 1/6 at high aggregation level, especially @ AL=8 in some cases
For 60bit payload, 1/6 overhead achieves more than 2dB gain over 1/3 overheadat AL = 1 and the gain shrinks to less than 1dB when comparing with 1/4 overhead.Therefore, if only one DS density is adopted for design and implementation simplicity, 3 RS per REG seems to be a good trade-off.
Proposal 2: If only one DS density is adopted for design and implementation simplicity, 3 RS REs per REG seems to be a good trade-off for CORESET with interleaving.
For interleaving CORESET, orthogonal MU is not supported because gNB may not get sufficient channel information for MU paring in this case.
3. Conclusion
Observation 1: 2 RS REs per REG show better performance for large payload size at AL1. Most of practical cases, other densities of RS REs do not outperform density of 2 RS REs. 
Observation 2: If orthogonal MU is considered, CDM based orthogonal DMRS port is preferred
Proposal 1:  2 RS REs per REG should be supported as the DMRS density for CORESET without interleaving.
Proposal 2: If only one DS density is adopted for design and implementation simplicity, 3 RS REs per REG seems to be a good trade-off for CORESET with interleaving.
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5. Appendix
5.1. Appendix 1
Table A-1 Simulation Assumptions
	Item 
	Value 
	Note 

	Channel 
	TDL-A
DS = 30ns,300ns 1000ns
Speed = 3kmph
	

	Antenna 
	2*2
	

	Frequency
	4GHz
	

	Numerology 
	BW = 10MHz(50RB)
SCS = 15kHz
	

	DMRS overhead
	1/6,1/4,1/3
	2,3,4 RS per REG

	Aggregation level
	1,2,4,8
	

	CCE size
	6 REGs per CCE
	

	Bundle size
	2 or6 or CORESET length
	

	Payload size
	60+16(CRC)
	

	Transmit scheme
	(1) Precoder cycling;
(2) close loop rank 1 transmission
	Precoder cycling for interleaving mapping
Close loop rank 1 transmission for non interleaving mapping

	Mapping scheme
	(1) Non interleaving
(2)Interleaving
	

	CORESET duration
	1 2 or 3OFDM symbol(s)
	

	Coding
	TBCC
	

	Channel estimation 
	MMSE
	



5.2. Appendix 2
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(C)Delay spread = 1000ns
Figure A-1 Performance comparison with different DMRS density for 2-symbol non interleaving CORESET
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure A-2 Performance comparison with different DMRS density for 3-symbol non interleaving CORESET
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(C)Delay spread = 1000ns
Figure A-3 Performance comparison with different DMRS density with 60+16 payload size for 2-symbol  for CORESET with interleaving
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(C)Delay spread = 1000ns
Figure A-4 Performance comparison with different DMRS density with 60+16 payload size for 3-symbol  for CORESET with interleaving
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(C)Delay spread = 1000ns
Figure A-5 Performance comparison with different DMRS density with 20+16 payload size for 3-symbol  for CORESET with interleaving
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(A) Delay spread = 30ns
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure A-6 Performance comparison with different DMRS density with 60+16 payload size for 1-symbol  for CORESET with interleaving
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(A)Delay spread = 30ns(to be added)
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(B)Delay spread = 300ns
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(C)Delay spread = 1000ns
Figure A-7 Performance comparison with different DMRS density with 20+16 payload size for 1-symbol  for CORESET with interleaving

1


image2.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

CL,local,60bits,300ns,10MHz,bs6  

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image3.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

CL,local,60bits,1000ns,10MHz,bs6  

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image4.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,30ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image5.wmf
1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,300ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image6.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,1000ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image7.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,30ns,2symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image8.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,300ns,2symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image9.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,1000ns,2symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image10.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,30ns,3symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image11.wmf
1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,300ns,3symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image12.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

BF,localized,60bits,1000ns,3symb,10MHz,bs6

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


image13.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,30ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image14.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,300ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image15.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,1000ns,2symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image16.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,30ns,3symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image17.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,300ns,3symb,10MHz

AL1_bs3_2RS

AL1_bs3_3RS

AL1_bs3_4RS

AL2_bs3_2RS

AL2_bs3_3RS

AL2_bs3_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image18.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,1000ns,3symb,10MHz,bs3

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image19.wmf
1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,30ns,3symb,10MHz

AL1_bs3_2RS

AL1_bs3_3RS

AL1_bs3_4RS

AL2_bs3_2RS

AL2_bs3_3RS

AL2_bs3_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image20.wmf
1.00E-05

1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,300ns,3symb,10MHz

AL1_bs3_2RS

AL1_bs3_3RS

AL1_bs3_4RS

AL2_bs3_2RS

AL2_bs3_3RS

AL2_bs3_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image21.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,1000ns,3symb,10MHz

AL1_bs3_2RS

AL1_bs3_3RS

AL1_bs3_4RS

AL2_bs3_2RS

AL2_bs3_3RS

AL2_bs3_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image22.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,30ns

AL1_bs2_RS2

AL1_bs2_RS3

AL1_bs2_RS4

AL2_bs2_RS2

AL2_bs2_RS3

AL2_bs2_RS4

AL4_bs6_RS2

AL4_bs6_RS3

AL4_bs6_RS4

AL8_bs6_RS2

AL8_bs6_RS3

AL8_bs6_RS4


image23.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,300ns

AL1_bs2_RS2

AL1_bs2_RS3

AL1_bs2_RS4

AL2_bs2_RS2

AL2_bs2_RS3

AL2_bs2_RS4

AL4_bs6_RS2

AL4_bs6_RS3

AL4_bs6_RS4

AL8_bs6_RS2

AL8_bs6_RS3

AL8_bs6_RS4


image24.wmf
1.00E-04

1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,60bits,1000ns

AL1_bs2_RS2

AL1_bs2_RS3

AL1_bs2_RS4

AL2_bs2_RS2

AL2_bs2_RS3

AL2_bs2_RS4

AL4_bs6_RS2

AL4_bs6_RS3

AL4_bs6_RS4

AL8_bs6_RS2

AL8_bs6_RS3

AL8_bs6_RS4


image25.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,30ns,1symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image26.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,300ns,1symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image27.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

PC,distributed,20bits,1000ns,1symb,10MHz

AL1_bs2_2RS

AL1_bs2_3RS

AL1_bs2_4RS

AL2_bs2_2RS

AL2_bs2_3RS

AL2_bs2_4RS

AL4_bs6_2RS

AL4_bs6_3RS

AL4_bs6_4RS

AL8_bs6_2RS

AL8_bs6_3RS

AL8_bs6_4RS


image1.wmf
1.00E-03

1.00E-02

1.00E-01

1.00E+00

-12

-10

-8

-6

-4

-2

0

2

4

6

8

10

12

B

L

E

R

SNR

CL,local,60bits,30ns,10MHz,bs6  

AL1_2RS

AL1_3RS

AL1_4RS

AL2_2RS

AL2_3RS

AL2_4RS

AL4_2RS

AL4_3RS

AL4_4RS

AL8_2RS

AL8_3RS

AL8_4RS


