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1.  Introduction
In RAN1 #89 meeting, the following points were agreed upon regarding rate-matching of polar codes.
	Agreement: 
After segmentation (if any):
· K is the number of information bits (including CRC if one is attached)
· M is the number of coded bits for transmission
· NDM  is the smallest power of 2 that is >=M
· NM  is 
· NDM /2     if    M < β* NDM /2 and K/M < Rrepthr,   1<=β<2  (exact value FFS; it is not precluded that β is a function of NDM)
· Otherwise, NDM         
· FFS the value of Rrepthr;  Rrepthr = 0 not precluded
· NR is the smallest power of 2 that is >= K/Rmin
· Rmin is the supported minimum coding rate, 
· ~1/12<=Rmin<=~1/5, FFS the exact value 
· Nmax is the maximum supported mother code size 
· The mother code size N is determined as min(NM, NR, Nmax)
· Repetition is applied when   M > N
· Puncturing or shortening is applied when M < N    
· Puncturing for lower code rates, e.g. in cases where code rate <= Rpsthr, and/or other condition(s) 
· Shortening for higher code rates, e.g. in cases where code rate > Rpsthr, and/or other condition(s)
· Details FFS


In RAN1 NR Ad-hoc#2 meeting, the following points were agreed upon regarding rate-matching of polar codes.
	Agreement: 
· To support repetition, puncturing, and shortening of Polar code:
· The N=2n coded bits at the output of Polar encoder is written into a length-N circular buffer in an order that is predefined for a given value of N
· To obtain M coded bits for transmission
· Puncturing is realized by selecting bits from position (N-M) to position (N-1) from the circular buffer
· Shortening is realized by selecting bits from position 0 to position M-1 from the circular buffer
· Repetition is realized by selecting all bits from the circular buffer, and additionally repeat (M-N) consecutive bits from the circular buffer
· Exact set of repeated bits FFS till RAN1#90
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Following the discussion on RAN1 email reflector [3], it is apparent that at least one of [4], [5] and [6] will be used as a reliability-ordered sequence of indices in polar code design for NR control channel. The sequence is generated without any assumption of rate-matching scheme and pattern. The selected reliability-ordered sequence can be stored in memory and the same sequence is used for all cases: (a) no rate-matching, (b) rate-matching using puncturing and (c) rate-matching using shortening. It is known that puncturing and shortening generally affects the reliability-ordered sequence. Hence, in case of using the same pre-stored sequence for all the three cases listed above, there is a concern of performance degradation. In this premise, it is important that rate-matching schemes are carefully chosen that least degrades the error-correcting performance of the resulting rate-matched polar codes. 


2. Impact of rate-matching on sequence 

Rate matching is required for polar codes to be able to generate rate and length adaptable codes. Polar codes which are typically power of 2 can thus be made into arbitrary lengths and rates. However, most rate-matching affects the reliability ordering of indices; thus making it necessary to generate a sequence after rate-matching or storing multiple sequences specific to each rate-matching scheme and rate-matched length. For a fixed sequence that is decided in advance without considering rate-matching scheme, a significant loss in BLER performance was shown in [7].
Just for understanding, let us consider the case of reliability estimation of indices using DE-GA method. For instance, to design a reliability ordered sequence according for puncturing, the inputs to the DE block at the positions corresponding to the punctured codebits can be set to 0, while the remaining inputs can be set to  (assume BPSK for instance) as usual, where  represents the noise variance of the AWGN channel. Similarly, for shortening case, the inputs to the DE block at the positions corresponding to the non-transmitted codebits can be set to very high value, while the remaining inputs can be set to  as usual. Note that, the procedures are very specific to the rate-matching scheme (puncturing or shortening etc.), pattern (block, bit-reversal etc.) and number of non-transmitted bits (N-M). With these updated inputs to the DE block, modified reliabilities of the indices can be obtained at the input side of the encoder. When sorted based on these modified reliability values, a new sequence can be obtained which is optimized for use with the specific rate-matching scheme. An exemplary evaluation is shown below in Fig. 1 with block puncturing where the first N-M bits of the codeword are not transmitted. 
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Fig. 1 (a)														Fig. 1 (b)
3. The special case of bit-reversal shortening

Once again, assume non bit-reversal polar codes. Bit-reversal shortening refers to a shortening scheme where the bit-reversal of the last N-M consecutive bits of the codeword are punctured before transmission; the bit-reversal of the last N-M indices are set to be frozen bit before encoding. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are set frozen and the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are punctured. Setting the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to frozen renders the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to become 0; thus these bits are known to the decoder in advance. Before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to infinity. This in turn changes the reliability values of the indices in the input vector (to the polar encoder). If the indices are sorted again now with the new reliability values, a new sequence can be obtained. However, with bit-reversal shortening, results show that there is hardly any perceptible degradation in error rate even if the same pre-stored sequence is used. Fig. below corroborates this observation. [image: ]
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Fig. 2 (a)														Fig. 2 (b)
Observation 1: Bit reversal shortening has the property that allows it to be used with a pre-stored reliability-ordered sequence without any perceptible degradation in error rate.  
Proposal 1: When selecting a rate-matching scheme for polar codes constructed from a pre-stored sequence (generated without any rate-matching assumption), a scheme that least degrades the error rate should be considered.
Proposal 2: Bit-reversal shortening should be chosen as a baseline rate-matching scheme for control channel because it has barely any perceptible difference in error performance when used with pre-stored sequence.
3. Conclusion

[bookmark: _GoBack]RAN1 would apparently select at least one of the reliability-ordered sequences from [4], [5] and [6] for polar code construction. The sequence is generated without any assumption of rate-matching scheme and pattern. The selected reliability-ordered sequence can be stored in memory and the same sequence is used for all cases: (a) no rate-matching, (b) rate-matching using puncturing and (c) rate-matching using shortening. It is known that, puncturing or shortening in polar codes renders alteration in reliability values of all indices. A new sequence optimized to a given rate-matching scheme and pattern can be obtained by sorting the indices based on their modified reliability values. It is observed that with exception to bit-reversal shortening scheme, many other candidate rate-matching schemes like block puncturing and block shortening schemes have non-negligible performance degradation in BLER if the same pre-stored sequence is used. The error rate with bit-reversal shortening, on the other hand, remains almost unaffected even when the same pre-stored sequence is used. It is thus proposed that bit-reversal shortening be adopted as the baseline rate-matching scheme for polar codes in control channel as RAN1 has decided to use a pre-stored sequence. Alternatively, other rate-matching schemes and patterns whose error performance remains unaffected when used with the same pre-stored sequence can also be investigated.        
Observation 1: Bit reversal shortening has the property that allows it to be used with a pre-stored reliability-ordered sequence without any perceptible degradation in error rate.  
Proposal 1: When selecting a rate-matching scheme for polar codes constructed from a pre-stored sequence (generated without any rate-matching assumption), a scheme that least degrades the error rate should be considered.
Proposal 2: Bit-reversal shortening should be chosen as a baseline rate-matching scheme for control channel because it has barely any perceptible difference in error performance when used with pre-stored sequence.
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