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1 Introduction

At the last RAN1 WG meeting, the resource pool structure for sidelink V2V communication was discussed. The following agreements were made by RAN1 WG:
Agreements: 

	· V2V pool is defined by a repeating bitmap mapped to all subframes except for at least SLSS subframes which are skipped

· The bitmap length is 16, 20, or 100.
· FFS if/how to handle the case where the bitmap does not repeat an integer number of times within the DFN period
· The bitmap defines which subframes are allowed for V2V SA/data transmission and/or reception for a pool.


RAN1 still needs to discuss “how to handle the case where the bitmap does not repeat an integer number of times within the DFN period”. In this contribution, we provide our views on this issue. Our views on the other V2X communication aspects are provided in our companion contributions [1]-[7].
2 On Resource Pool Bitmap Configuration
On subframe bitmap wrap-around problem

At the last RAN1 WG meeting, it was agreed that SLSS signals are transmitted with 160ms periodicity to align with SFN cycle without wrap around issues. It was also agreed to exclude SLSS subframes out of 10240 physical subframes within SFN/DFN cycle and apply logical indexing for sensing and resource selection procedure. For agreed subframe bitmap lengths, the amount of subframes that can be allocated for V2V communication is N = (10240 – (10240/160 = 64)) = 10176. This number is not a multiple of the agreed bitmap lengths 100 and 20, but is multiple of bitmap size 16. Therefore depending on the configured bitmap length there are 76, 16 and 0 unused subframes at the last bitmap repetition cycle within 10176 subframes (due to non-integer number of bitmap repetitions). Therefore there is a wrap-around problem with SFN cycling (cyclic prolongation is not possible) for the agreed combination of SLSS transmission periodicity (160ms) and agreed set of bitmap lengths. This problem needs to be addressed in order to avoid V2V performance loss due to SFN wrap around mismatch. 
Observation 1
· RAN1 WG needs to resolve the subframe bitmap wrap around problem for sidelink V2V communication.

On subframe bitmap of size 16 
Before we address this problem we would like to notice that the bitmap size 16 does not fit well the V2V traffic periodicity assumption. In particular, not all possible configurations of 16 bit subframe bitmap will lead to proper sensing and resource selection behavior, since V2V transmission period is not aligned with 100. For instance, for the bitmap pattern 1010101010101010 there will be no problem with current indexing but if the bitmap pattern 1111000011110000 is configured the two consecutive 100ms periods will have different number of V2V subframes. Therefore reservation with the following reservation intervals 100, 300, 500, 700 and 900 may not work properly for the given subframe bitmap configuration pattern. In order to avoid this situation, either bitmap should be carefully configured to ensure alignment with 100  periodicity in logical resources (after exclusion of SLSS) or the additional indexing conversion need to be applied in order to have unambiguous timing relationship at the TX and RX side for sensing and resource selection procedure.
Observation 2
· The 100 resource reservation period is not multiple of 16 that may cause undefined UE behavior in case if 16bits subframe bitmap pattern is not properly configured.
· RAN1 WG needs to discuss the configuration restrictions for bitmap length of 16 bits or do not support this bitmap size.

Given that support of 20ms and 100ms periodicities are the main V2V traffic assumptions, we do not see much benefit in supporting bitmap length of 16, given that not all bitmap pattern configurations are aligned with currently specified sensing and resource selection procedure.
Considerations on subframe bitmap wrap-around problem solutions 
Another open question is how to utilize the unused subframes due to SFN wrap around issue. As it was described above, depending on the configured bitmap length there are 76, 16 and 0 unused subframes at the last bitmap repetition cycle within 10176 (due to non-integer number of bitmap repetitions) for bitmap lengths 100, 20 and 16 respectively.

One of the options is to distribute these subframes within SFN cycle with equal spacing and exclude them from consideration in sensing and resource selection similar to SLSS subframes. For 100 and 20 bitmap lengths, it will result in 0.74% and 0.2% of system overhead respectively. From overhead perspective, it is not a big problem. On the other hand the equally spaced distribution of unused subframes can help to resolve latency issue between SFN cycles. The alternative solution is to find the bitmap length N so that the 10176 is multiple of N, however such approach may cause similar problem as was described for bitmap of size  N = 16. The alternative way is to change SLSS transmission period so that all bitmap lengths do not have wrap around issue. The following modification can be considered to avoid wrap around problem:
1) Change of resource allocation bitmap size (assuming the 160ms SLSS transmission periodicity). This approach may impose restriction on bitmap pattern configuration but resolve SFN configuration issue.
a.   100 bitmap length => change to the bitmap length from the set 96, 106, 159, 192, 212, 318 lengths;

b. 20 bitmap length => change to the bitmap length from the set 16, 24, 32, 48, 64 lengths;
2) Change of SLSS transmission periodicity (assuming the agreed set of bitmap lengths). This approach may also resolve SFN wrap around issue, and allow arbitrary bitmap pattern configuration at least for certain bitmap lengths, depending on SLSS transmission period.
a.     160ms => change to the transmission periodicity 128ms for bitmap length of 16, 20, 80;
b. 160ms => change to the transmission periodicity 256ms for bitmap length of 68, 75, 85, 100.
The both approaches although resolve the SFN wrap around issue, they are not well aligned with the agreed logical indexing that assume 100 period in logical subframes and can only work for selected bitmap configurations. The second approach based on SLSS transmission periodicity change can be well aligned with 256ms periodicity and bitmap length of 20 and 100 bits. Therefore if support of 16 bit bitmap size is excluded it may be a reasonable option to consider.
The alternative way that can be used to resolve SFN cycle wrap around problem is to introduce the concept of hyper-frame SFN cycles. This concept is not new and can be enabled for sidelink V2V communication to resolve all identified problems. 

Based on the discussion, we see the following options that can be applied:
· Option 1. Keep SLSS 160ms and bitmap sizes 16, 20, 100 (or bitmap size 16 is removed)
· 
Solution 1: Hyper-SFN cycle = 25 SFN cycles (requires 4 bits in PSBCH).
· Solution 2: Distribute subframes across SFN cycle

· Bitmap size 100: 20 periods with 134 subframes and 56 periods with 135 subframes.
· Bitmap size 20: 16 periods with 640 subframes.

· Need to decide how to use distributed subframes.

· Option 2. Change SLSS period to 256ms and keep bitmap sizes 20, 100 (remove 16)

· No wrap around problem. No bitmap pattern restriction problem for bitmap lengths 20 and 100 (support of bitmap length 16 is removed).
· Option 3. Change SLSS period to 256ms and keep all agreed bitmap sizes 16, 20, 100

· 
Solution 1: Hyper-SFN cycle = 2 (requires 1 bit in PSBCH).
· Solution 2: Distribute subframes across SFN cycle

· Bitmap size 16: 8 periods with 1280 subframes. Need to decide how to use distributed subframes.
· Option 4. Change SLSS period to 128 ms and keep all bitmap sizes 16, 20, 100

· 
Solution 1: Hyper-SFN cycle = 5 (requires 3 bits in PSBCH).
· Solution 2: Distribute subframes across SFN cycle

· Bitmap size 100: 20 periods with 170 subframes and 40 periods with 171 subframes.

· Need to decide how to use distributed subframes.
Analyzing the presented options our preference is to introduce Hyper-SFN counter to address SFN wrap around problem and efficiently use all available subframes. If hyper-SFN cycle is not introduced, we propose to evenly distribute the unused subframes across SFN cycle as discussed above. In the next subsection we discuss, how to use subframes distributed across SFN cycle.
On utilization of distributed subframes due to SFN wrap-around problem 
The simple solution is to leave these subframes non-occupied. The non-occupied subframes can be used to enable coexistence mechanisms as described in [3]. This can be useful if LTE-V2V operates with other technologies in the same frequency channel. An alternative option is to associate these subframes with some of the subframes within V2V resource pool. In other words, the distributed subframes can be paired with subframes from V2V pool forming twin subframes, that can be addressed by the same logical time index. In this case additional rules needs to be defined how to treat these subframes at the transmitter and receivers side for transmission, sensing and resource selection procedure. 
3 Conclusions
In this contribution we provided analysis of SFN wrap around problem for agreed subframe bitmap lengths and SLSS transmission periodicity. In addition, we noticed that subframe bitmap size equal to 16 may be not consistent with current sensing and resource selection procedure depending on the bitmap configuration pattern. Based on the analysis of the discussed problems we propose to introduce hyper-SFN cycle in order to resolve the SFN wrap around problem for V2V resource pool configuration. As for the support of 16 bit subframe bitmap pattern, further discussion is needed on the benefits to support this option.
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