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1. 
Introduction

Massive machine type communication (mMTC) is a key service to be enabled by NR as identified the RAN requirements study item [1]. There are at least three key KPIs for mMTC services, extended link budget, UE battery life and device density. Device density will be evaluated based on SLS and analysis [2]. In this contribution, we provide the SLS results for NR proposed scheme

2. 
SLS assumptions for calibration

In RAN1 meeting #85, many SLS simulation assumption has been agreed [3]. The simulation assumption we used for SLS for proposed scheme is summarized as follows
Table 1: SLS parameters for UL mMTC scenario – urban coverage for massive connection:
	Attributes  
	Values or assumptions  

	Layout  
	Single layer - Macro layer: Hex. Grid  

	Inter-BS distance  
	1732m  

	Carrier frequency  
	700MHz  

	Simulation bandwidth  
	1.08MHz

	Channel model  
	3D UMa 

	Tx power  
	UE: Max 23dBm 

	BS antenna configuration  
	Rx: 2 ports
(M,N,P,Mg,Ng) = (10, 1/2/4, 2,1,1), dv = dh = 0.5 λ

TXRU to antenna element mapping: 
(MTXRU, N, P, Mg, Ng) = (1, 1/2/4, 2, 1,1) 

	BS antenna pattern  
	Follow the modeling of TR36.873  

	BS antenna height  
	25m 

	BS antenna tilt  
	6 degree

	BS antenna element gain + connector loss  
	8 dBi, including 3dB cable loss  

	BS receiver noise figure  
	5 dB  

	UE antenna elements  
	1Tx 

	UE antenna height  
	1.5m  

	UE antenna gain  
	-4dBi  

	Traffic model  
	Non-full buffer small packet. Consider future trend of mMTC traffic  

	UE distribution  
	20% of users are outdoors (3km/h) 

	
	80% of users are indoor (3km/h)  

	
	Users dropped uniformly in entire cell  

	BS receiver  
	MMSE-IRC 

	UL power control  
	Alpha = 1, P0 = -126.4dBm  

	Channel estimation 
	Ideal 


Furthermore, additional simulation assumption was agreed over email discussion [3] [4]. The simulation assumptions we use are as follows 
Table 2 Additional SLS calibration setup

	Attributes  
	Value or assumptions 

	Data packet arrival rate per UE 
	Poisson arrival with arrival rate  λ 

	Number of UEs per cell 
	20 UEs per cells  

	Packet size 
	•  Option 1: Follow TR45.820 
TBS of 200 bit is used to segment the packet 



	Target packet drop rate 
	0.01

	
	•  Packet drop rate = (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond “Packet dropping timer”

	
	• HARQ transmission till packet dropping timer to mimic the TTI bundling

	
	

	Packet dropping timer 
	10s

	
	


One thing we need to emphasize is that using large number of antenna elements in vertical panel and perform joint downtilt is used in the field to achieve ~18dBi antenna, mMTC needs to design for coverage to support 164dB MCL. So for 50% UE indoor, we introduce 10dB additional penetration loss to model devices that can be in the basement. With this model, the pathloss CDF is provided in Figure 1
3. 
SLS results for proposed scheme
In this section we provide the SLS results for proposed RSMA scheme [5]. For each user, the RSMA signatures are randomly chosen.

The statistics we show includes path loss CDF, single user BLER curve over SISO AWGN channel, system Packet Drop Rate (PDR) vs Packet Arrival Rate (PAR) CDF, per UE PDR CDF at ~10% system PDR, effective SINR and RoT/IoT 
3.1 Path loss CDF 
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Figure 1 Path Loss CDF
Figure 1 shows the path loss CDF. From the plot, it can be observed that 164dB MCL requirement is reflected in the system simulation

3.2 Single user BLER curve over SISO AWGN channel
The channel code we use at PHY layer is (200, 2400) QPSK LDPC code. Below is the BLER curve over SISO AWGN channel 
[image: image2.emf]-9.5 -9 -8.5 -8 -7.5 -7 -6.5 -6

10

-4

10

-3

10

-2

10

-1

10

0

SNR (dB)

BLER

Rate 1/12; QPSK; K = 200

 

 


Figure 2 Single user BLER curve over SISO AWGN channel
3.3 System PDR vs PAR CDF

Below is the system PDR vs PAR CDF.
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Figure 3 System PDR vs PAR CDF
3.4 Per UE PDR CDF at ~10% system PDR 

Below is per UE PDR CDF at ~10% system PDR. 
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Figure 4 Per UE PDR CDF at ~10% system PDR
3.5 Effective SINR PDR at ~10% system PDR 

Below is effective SINR PDR at ~10% system PDR
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Figure 5 Effective SINR PDR at ~10% system PDR
3.6 Per UE PDR vs path loss scatter plot at ~10% system PDR

It is very useful from the system design perspective to understand the performance bottleneck in the system. Below we show the Per UE PDR vs path loss scatter plot at ~10% system PDR
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Figure 6 Per UE PDR vs path loss scatter plot at ~10% system PDR
Clearly, cell edge users, who experience much higher PDR compared to users closer to the cell, is the performance bottleneck.
Observation 1: Cell edge users (users with large path loss) are the performance bottleneck, who experience much higher PDR compared to users closer to the cell.
3.7 IoT and RoT CCDF at ~10% system PDR

Figure 7 shows the IoT and RoT CCDF at ~10% system PDR. 
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Figure 7 IoT and RoT CCDF at ~10% system PDR
4. 
mMTC device density analysis

The current evaluation of MA targets for mMTC service which has device density requirement of 1 million devices/km^2 [1]. In this section, we translate the device density requirement into per sector packet arrival rate requirement

Using NBIoT packet arrival rate model, 

1. In TR45.820, 80% MAR and 20%NC was used as traffic model for capacity evaluation “The split of devices between MAR periodic and Network Command is MAR periodic (80%) and Network Command (20%).”
2. In TR45.820 Annex E.2.2, below is the inter packet arrival time for MAR

	Periodic inter-arrival time
	Split of inter-arrival time periodicity for MAR periodic is:  1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%)


3. In TR45.820 Annex E.2.3, only 50% of NC DL packet has UL response. Inter packet arrival time of DL packet is the same as MAR, and packet size distribution of UL response is the same as MAR as well. So statistically speaking, 1 NC UE is equivalent to 0.5 MAR UE in terms of UL traffic
4. Now we can compute, for each UE, the average number of packets per hour

(0.8 + 0.5 * 0.2) * (0.4/24 + 0.4/2 + 0.15 + 0.05*2) = 0.42 packets/hour

Then we need to convert the per user packet arrival rate to the sector wise packet arrival rate. The ISD is 1.732 km which is 1km cell radium, this translates into sector area of 0.866km^2. Considering device density at 10^6 device/km^2, each sector has 0.866*10^6 device. Then we can arrive at the requirement for the per sector PAR is 

0.42/60/60*0.866*10^6 =101 packets/second/sector

For the proposed RSMA scheme, from Figure 3, 1% PDR happens at 34 packets/UE/second traffic load. Considering 20 UEs in each sector, the total packet arrival rate is 780 packets/second/sector which is 7.8 times the connection density requirement. Hence, from our simulation, we can achieve the 7.8 times the device density requirement. 

Observation 2: Based on initial evaluation, proposed RSMA satisfies the 1 million devices/km^2 NR device density design target (achieve 7.8 times the device density requirement).

5.
Conclusion

In this contribution, we provide the SLS results for the proposed RSMA scheme

Observation 1: Cell edge users (users with large path loss) are the performance bottleneck, who experience much higher PDR compared to users closer to the cell.
Observation 2: Based on initial evaluation, proposed RSMA satisfies the 1 million devices/km^2 NR device density design target (achieve 7.8 times the device density requirement).
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